TSG-T#2  meeting #14
TSG  T2-010586

September 3 -7, 2001

Edinburgh, Scotland
Agenda Item: 

Title:
Support of Multi-modal and Multi-device browsers applications by

3GPP
Source:
IBM, SONY

Document for:
Discussion and approval

[image: image1.png]ile GUI + voice

= Additional examples:
b display seat selection
i depat? chart (not simply
"window or aisle")
Wouayou e use voioe or keys to
sy enter PIN code and
perorms speaker
Cerficaton

use audio or voice for

ityou now your use audoor

yyo

information can be
saved for later use




Contact persons:


[image: image2.wmf]Communication

Manager

Voice

Transport

Interface

Data

Transport

Interface

Synchronization

Interface

GUI Browser

DOM

Wrapper

Voice Browser

DOM

Wrapper

MM Shell 

Conversational

Engines

(DSR encoder)

GUI drivers

GUI I/O

Audio drivers

Audio I/O

Content

Server

HTTP

Synchronization

Interface

Network

Edge Server

Audio Codec (s)

(DSR decoder)

Network Transport Layer

Network Transport Layer 

Gateway and router with Voice transport and Synchronization 

Support

XSLT

Data Files

CLIENT-SIDE

SERVER-SIDE


1. Definition :

Multi-modal: denotes systems that accept more than one interaction mode by relying on a combination of multiple input (e.g. key, stylus, voice, …)  to access and manipulate information on the move and  to enable the most convenient  output (display, tactile, audio ) at the discretion of the user/ terminal capability.  

We speak of multi-modal browsers when multiple user agents that render different modalities (e.g. GUI browser and Speech Browser) are simultaneously available and synchronized for the user to interact with the application. These different user agents may be located on a same UE or be distributed including on server-side TE. 

Multi-device application denote the capability to interact with a particular application over a number of physical devices with browsers being synchronised with the User Equipment or ME  accessing  3G services. These browsers may support the same (e.g. GUI) or different modalities.

2. Introduction

Today, the ability to access information while on the move and the pain incurred to enter data using small portable mobile devices needs some immediate relief.  

Indeed, mobile users experience the following Pain points:

· Hard to enter and access data using small devices (GUI limitation for mobile devices)
· tiny keypads and screens


· voice Recognition still makes mistakes (Limitation of speech and voice solutions.)
· They can be blocking if repeated


· Voice is serial (Limitation of speech and voice solutions.)
· It is difficult to manage long output

· One interaction mode does not suit all circumstances

· each mode has its pros and cons

· All- in- one devices are no panacea
· bulky and expensive
In addition, mobile internet starts gaining acceptance, and the following intricacy cannot be denied :

· Devices are getting smaller, not larger

· Devices and applications are becoming more complex

· Adding color, animation, camera, etc. does not simplify or contribute to e- business

· CRMs (Customer Relation Management)  / IVRs ( Interactive Voice Responses) are mostly not yet web- centric
A more compelling user interface for wireless access is desperately needed. This is reminiscent of the conventional demand for access to information anytime, anywhere, anyhow, independently of the activity or environment. 

The value proposition of  multi-modal and multi-device  applications from the user interface's perspective  is : 

· the user can use multiple input modes or devices to access information 
·  the user  can switch among modes or devices at any time and seamlessly continue to interact with the application. 
· the user  is enabled to select at any time the mode or device that is the most appropriate for the situation and nature of the interaction.
3. Linked work items

·  
UE Functionality Split

· Terminal Local Model 23.227

· UE Capability

·          Speech Enabled Services Based on Distributed Speech Recognition, S1-010846 and See liaison document S1-010847. (Lake Tahoe, US, 9-13 July 2001)

· EMS, IM, Presence   [set of work items being developed]

4.  Multi-modal solutions and multi-device browsers

4.1 Service aspects

· Multi-modal solutions exploit the different interaction modes, or devices, suitable in different circumstances and provide better user experience or productivity - for example, talking is easier than typing, but reading is faster in some conditions than listening, etc....  The value of each mode may change at any time based on the nature of the interaction and the situation of the user.

· Multi-modal interfaces combine the use of multiple interaction modes, such as voice, keypad and display to improve the user interface of the 3GPP service capabilities. This value proposition can be also easily extended to interacting over/through different devices.

· Multi-modal interfaces facilitate the user selection at any time and in any situation the optimal modality or device to carry a particular interaction with the application. A combination of voice and GUI is already in strong demand. In addition the resulting infrastructure will support the capability to also combine different devices to select the optimise device to perform a particular interaction.

4. 2  Advantage  
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Multi- modal and Conversational interfaces shall accelerate the growth of wireless services, and bring value propositions to mobile e-business. 

· easily enter and access data using small devices

· by combining multiple input & output modes

· choose the interaction mode that suits the task and circumstances

· input: key, touch, stylus, voice...

· output: display, tactile, audio...

· don't be blocked by limitation / mistakes of a given interaction mode at a

·  given moment

· enable use of several devices in combination

· by exploiting the resources of multiple devices

· Will support evolution towards conversational extension

· Interacts with and across application as in an every day dialog: free form,

   mixed initiative and context management

4. 3     Architecture overview 

4.3.1 Basic multi-modal and multi-device architecture 

The user’s freedom to select at any time, for a particular situation, the most indicated mode or device to carry a particular interaction is the multi-modal value proposition as outlined above:

It necessarily postulates a Model, View, Controller  (MVC) view of the world: a single information source, the Model, is viewed via different views and manipulated via different controllers. 

For simplicity, each channel-specific user agent plays simultaneously the role of view and controller.

The synchronization of the different views is a direct consequence of generating all views from a single unified model or representation that is continuously updated. 

Three other competing architectures can be considered to synchronize modalities: 

· co-browsers where each view directly update the other views;

· plug-ins where a view behaves as source and/or proxy for another view; 

· command and control architecture where the speech view just provide commands that overload the components of the GUI view. 

Only the MVC architecture supports:  

· seamlessly switch among channels at any time,

·  dynamic registration and disappearance of numerous views, 

· synchronization of as many channel as needed, 

· any level of synchronization granularity.
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Figure 2 illustrates how a multi-modal browser can be implemented following the MVC principle and using existing channel specific DOM( compliant browsers. 

At least a level 2 DOM interface is required. Variations can be considerd with DOM lokk alike interfaces.

This is a very important feature: existing browser, especially client side browsers can be directly extended into multi-modal browsers, without requiring any change to the channel specific browsers.

In addition, the code that needs to be added on the client can be limited to a wrapper that implement a DOM interface and filter. Additional pieces of code and protocols are required if for example the audio needs to be appropriately processed and distributed. 

Interfaces applicable to TE and MT and the Multi-modal synchronization protocols within 3G are for further studies.

4.3.2 Configurations
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Figure 3 illustrates the thin client configuration recommended for a 3G distributed multi-modal browser. The DSR and conversational engine remote control components are optional. 

Other topologies/configurations are directly supported including:

· fat clients configurations where all the components (except possibly the conversational engines) are on the client or hybrid cases where the conversational engines or the voice browser can alternate between being located on the client and on the server.

· Multi-device configurations

4.3.3.Thin Client proposal 

The configuration proposed in figure 3 fulfills the following preliminary functionalities:

· Multiple interaction modes per device

· Enable flexible interaction mode with the intelligence to identify the  task and situation and can at any time decide what is the most appropriate mode of interaction.

· Multi- device browsing (across same or different modalities)

· With simple approach: transactional persistence, notifications, explicit sequential switches between modalities

· Extensible to Free flow – Conversational multi-modal interfaces

Multi-modal and multi-device browsing middleware and infrastructure requirements. These are client, MT, TE and Network requirement:

· Voice and data simultaneous capability (uplink and downlink)

· Voice streaming, preferably via DSR streaming for the uplink, but compatible with convention VoIP over SIP (or 3GPP-SIP)

· Support for the DSR protocol stack

· Support for multi-modal protocol synchronization: SOAP/WSDL/XML protocols between devices, MT and TEs and (mobile) DOM support on the devices:

4.3.3.1 Need for standardisation
There is a need for standardization of the different components for interoperability as well to ensure support by infrastructures like 3GPP of multi-modal solutions. 

It may not be mandatory to standardize every single component presented in figure 4. However, this figure gives an overview of the multi-modal standard space. 

If all these items are standardized, deployment of multi-model and multi-device solutions will be greatly facilitate and this may greatly accelerate the acceptance and growth of wireless services and mobile e-business.
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Figure 4 concentrates on the thin client configuration which is of most interest in the near term for 3G deployments. The numbers refer to figure 4.

1. Voice transport protocol, in particular real time (RT) streaming distributed speech recognition (DSR) protocol. This includes:

a. Interface between the DSR codec and the communication manager

b. Protocol between network edge server and DSR decoder

c. Interface between DSR decoder and conversational engines

d. Associated session control protocols

2. Synchronization protocols between multi-modal shell and DOM wrapper filters (e.g. based on SOAP as DOM remote control)

3. Packaging of the synchronization protocols, conversational distributed protocols, data transport protocols and remote conversational engine control protocols between the communication manager and the network edge server.

4. Conversational engine remote control protocols (e.g. based as WSDL)

5. VoiceXML DOM. 

6. WML DOM / wireless DOM subset.

7. DOM wrappers

8. Authoring framework, programming models and language specifications. This also impacts the functions that must be supported by the Multi-modal shell.

9. Multi-modal shell: basic synchronization, persistence and transaction management that are to be provided

4.3.1.2 Standard bodies so far involved on defining components for the thin Client Configuration:
These standard bodies are typically defining some of the possible components required to support multi-modal solutions.

It would be most beneficial for 3GPP to  adopt, with appropriate modifications, some of these elements for support by 3G infrastructure.

1) ETSI - STQ with impact on IETF and 3GPP (newly opened work item S1-010846, ITU-SG16)

2) W3C (XML Protocols / MM), ETSI, WAP Forum (wireless case – e.g. SOAP over WSP, Mobile/wireless DOM), 3GPP

3) IETF, 3GPP, WAP Forum

4) ETSI – STQ – part of S1-010846)
5) W3C Voice Browser WG

6) WAP Forum, W3C, ETSI-STQ, 3GPP

7) W3C MM WG, WAP Forum, 3GPP

8) W3C (DI, XForms, MM, etc...), WAP Forum

9) W3C, WAP Forum, 3GPP

4.3.2 Architecture variation proposal for later  deployments



5.  MMI-Aspects 

This work item directly addresses the man-machine interface and user experience. More specifically, it addresses the middleware and infrastructure requirements needed to its support.

As described above, multi-modal and multi-device browsing lets the user decide at any time in a particular situation what is the optimal channel to carry a particular interaction. Channels can encompass different devices, user agents or modalities.

This is a key requirement for mobile applications. As a result, we expect a significant acceleration of the growth and acceptance of 3G applications.

Additional MMI Aspects are for further study.

6. Security Aspects

We can identify security issues pertaining to:

· trust, 

· privacy, 

· integrity, 

· encryption

on both the client and the server. 

Because of its role in synchronization, dialog management and session persistence performed by the multi-modal shell on the server or among multiple device-devices is a critical components which has security aspects that are for further study. 

7. Charging

Multi-modal and multi-device browsing impacts the following components in terms of charging:

· Client:

· For the same subscription, independent billing is not foreseen 

· For multi-device browsers charging is not considered part of the UE-split functionality

· Network infrastructure:

·  In the case of packet-based fees, multi-modal and multi-device will significantly increase the data flows:

· VoIP or DSR to server–side voice browser (uplink) and downlink voice outputs.

· Synchronization exchanges between multi-modal shell and GUI browser for FFS

· Gateway and server infrastructure:

· Multi-modal shell. Usage of the multi-modal shell service per transaction or per subscription for is for further study . 

· Idem for the server side voice server. 

· Application and services:

· No change with respect to current billing model

· Charged as value added services is for further study.
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Figure 6 – Multi-device browser architecture.
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Figure 1 – Example of a multi-modal scenario








Figure 3 – Thin Client 3G Distributed DOM-based MVC multi-modal browser





Figure 2 – DOM-based MVC Multi-modal browser architecture.











Figure 4: Items to be standardized; illustrated with the thin client configuration of the multi-modal browser case, which is expected to be the most probable configuration for 3G. 








Figure 5 -  fat client multi-modal configurations for future 3G clients.








( The Document Object Model is a platform- and language-neutral  interface that will allow programs and scripts to dynamically access   and update the content, structure and style of documents. DOM L1: enables update of the presentation / XML document presented in a browser.DOM L2: enables access to all the UI events that occurred in the browsers.








