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A detailed features comparison study between 3GPP’s Release 99 Sync Specification (3GPP Sync) and SyncML 1.0 (SyncML). 

This document addresses a comparison of datatypes, transport bindings, and other features with respect to 3GPP Sync and SyncML.  Maintaining compatibility between Release 99-compliant and SyncML-based clients is handled at the target server level as described in the accompanying ‘SyncML Migration Plans’ document (‘SyncML 3GPP Migration plan.doc’).

Datatypes

3GPP Sync specifies the use of such datatypes as vCard 2.1 and 3.0, vCalendar 1.0, vMsg, vNote, iMelody, and vBookmark.

SyncML supports all these plus objects such as iCalendar 2.0 or any registered MIME type (e.g., text/plain, text/HTML, text/message, application/vnd.ms-powerpoint).

Transport bindings

3GPP Sync currently operates by tunneling OBEX over the 3GPP network. While SyncML also operates over OBEX with IrDA, RS232, and Bluetooth, it, in addition, runs natively over other transports (e.g., HTTP, WSP). 

Other Features

SyncML contains other features such as the compression afforded by binary representation, exchange of device information on capabilities and data stores, synchronization with multiple servers (ie., 1:N) in the same session, synchronization of pushed data and remote execution of the application using the synchronized data, atomic (all or nothing command) execution, and a thorough test and interop plan.

compression afforded by binary representation

SyncML can send the data in either text mode (XML) or binary mode (WBXML).  The text mode is helpful for diagnostics and for reusing existing technology, and the binary mode is useful for message size reduction – especially useful in wireless environments.

exchange of device information on capabilities and data stores

3GPP Sync also has device information exchange, but the SyncML version contains additional features such as modifiable datastore locations and real-time memory hints.

synchronization with multiple servers (ie., 1:N) in the same session

SyncML is able to deal with multiple servers in the same session by allowing flexible locations and allowing different authorizations for disparate datastores.  If needed, further authorizations can be set up for individual objects. 

synchronization of pushed data and remote execution of the application using the synchronized data

SyncML allows the execution of a named or supplied application on devices and clients, subject to appropriate authorization.

atomic (all or nothing) execution

SyncML can request an “all or nothing” execution on a set of operations similar to database transactions.  If one of the operations fails, all of the previous operations are rolled back.

thorough test and interop plan

SyncML has developed and is continuing to evolve a thorough set of conformance and interoperability testing specifications.  These include

· SyncML Conformance Testing Process,

· SyncML Interoperability Testing Process,

· SyncML Implementation Conformance Statement (SICS) Proforma,

· SyncML Conformance Test Suite (SCTS) Specification, and

· SyncML Manual Test Cases.

We respectfully note that these specifications are publicly available at http://www.syncml.org/interop/

