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To foster a better understanding of some of the issues relating to MMS services the following Use Cases are being presented.  It is expected that, after associated discussion or debate, an improved consensus of the requirements and implications of the MMS service will be shared.

1. Background

The architecturally oriented diagrams in the current 23.140 document [MMS] provide an overview of the MMS system.  Figure 1 below shows the connectivity of the MMS components.
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Figure 1 Diagram Showing the Affected Interfaces of the MMS System

Supporting text provides for references that define an interface between the MMS Relay and the MMS User Agent.  Several of the other interfaces have been left for future work or have been listed as out-of-scope.  Of particular note, the interface between the MMS Relay and the MMS Server has not been covered with sufficient detail to permit interoperable solutions.

Another of the diagrams from [MMS] is shown in Figure 2 below.  It presents an image of two MMS environments that are connected over an SMTP link.  The specifics of this interconnect have not been specified.
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Figure 2 Diagram Showing the Connection Between Two MMSE

From this figure, the MMSE connections are shown as being based upon the SMTP link between the relevant MMS Relays.  The effective interface between these systems needs to be described to permit systems to interoperate effectively.  It is likely, though not yet shown, that systems that are aware of the fact that a peer system conforms to the MMS standards may be able to perform certain activities more efficiently or not available to other systems.  Such efficiencies, or any other operating benefits, have not been clearly described and, in fact, may not be available.

Note:
The WAP Forum has a document in development to address issues related to the interface between these entities.  It is expected to address the information encoding needed in the SMTP headers that will permit one MMS system to recognise and operate with data from another MMS system.  Ideally, the WAP perspective can be adopted for a singular interface to be developed.

A third diagram from [MMS] is shown as Figure 3 below.  It is a flow diagram from the WAP section of [MMS].  It expresses a nominal flow diagram that has been described in the WAP documents supporting communication between the MMS User Agent and the MMS Relay.
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Figure 3 Flow Diagram for Terminal-Relay Interface Based on WAP Defined Interface

It should be noted that the diagram does not describe in any form the interface between the MMS Relay and the MMS Server.  Further, there is no requirement that such an interface be the same.  It may well be the case for some systems, it just hasn’t been proscribed yet.

2. Use Cases

The following sections will outline some of the situations that should be addressed in structuring an interoperable solution.  The basic method for presenting the use cases will be to take the current MMS Relay – MMS User Agent interface and postulating the interactions needed to permit such activities to operate in a variety of environments.

These use cases are merely examples intended to raise the issue.  They do not address all cases, known or otherwise, that should be understood.

2.1 Delivery of Messages to the MMS Server

The current material does not provide a specific linkage for delivery of messages to the MMS Server.  While some may view the MMS Server being equivalent of an email Server which is a target of a delivery (e.g. using SMTP) it is not apparent from the working diagram.  As seen in Figure 4 below, the obvious path for information from the outside world would flow through the MMS Relay.
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Figure 4 Message From External System Flowing Through MMS Relay on Way to MMS Server

The problem with this approach is that the role of the MMS Relay in this exchange is unclear.  For example, for email messages originating somewhere else in the Internet, the normal transaction is performed with the appropriate server using an SMTP transaction.

A view of the more directly connected path is shown in Figure 5 below.
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Figure 5 A Path That Would be More Direct

In this case, the MMS Server would be directly reachable from the appropriate entity (e.g. email system).  This would permit the MMS Server to be a target of such things as SMTP or other message transfer protocols.  The MMS Relay could be utilised for those interfaces that require some form of adaptation.

One of the biggest issues in handling the connectivity is in the addressing approaches that are taken.  For example, when a subscriber utilises an address such as 8646637223@carrier.com the ultimate requirement is that an appropriate receiver is ready at the carrier.com domain that will understand the address (e.g. 8646637223) as well as the transfer protocol being utilised.  That endpoint may be the Server, in which case the data is where it needs to be and things are done.  If a Relay is used, it must then have a defined means to transfer the message to the appropriate Server.  That work would need to be standardised.

2.2 Message Retrieval Use Cases

The flow diagram presented in Figure 4 shows one of the operational models of the MMS Relay – MMS User Agent interface.  The flow has been expanded to include generic actions that may need to occur between the MMS Relay and MMS Server.  These extensions have been labelled (e.g. “<a>”) to permit reference.

The particular use cases will be set up to address the aspects needed to help fill out these data flow diagrams for the required interfaces to the various systems that will need to be covered.  In some such cases, additional issues or concerns will be raised that are not covered at this level of signalling.
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Figure 6 Extended View of Message Retrieval

2.2.1 Retrieval from Closely Related MMS Server

It is with high expectations that the initial implementations of MMS will couple the MMS Relay and MMS Server functionality.  Such a view is presented in Figure 5 below.
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Figure 7 View of the MMS Relay and MMS Server as a Closely Related Tandem

When the MMS Server and the MMS Relay are operating in such a co-ordinated fashion, the interface between them is likely to be proprietary in nature.  As stated in section 6.3 of [MMS] such operation is outside the scope of the specification.  As a result, this case is presented merely for consideration.

2.2.2 Retrieval from an Email Server

One of the most widely used messaging schemes in the Internet is commonly known as email.  Such messaging is accomplished using a variety of protocols.  For message retrieval, the standard approach is by use of the POP [POP3] or IMAP [IMAP4] protocols.  Such protocols normally operate over TCP connections established with the mail host.

Note:
Another common retrieval method on the Internet is via browser.  Commonly known as webmail, the serving system normally adapts text and similar message parts for display on the browser using HTML markup for presentation.  Attachments may be separately retrieved as needed.  This form of mail reading will not be covered in these use cases.

Possible Connectivity Views

There are a variety of connectivity approaches that may be utilised for Internet Email.  The following figures are an attempt to cover some of the likely candidates that will be seen in future systems.

A simple scheme to reach the Internet Email server is where the Carrier MMS Relay provides the access.  An example of this approach is shown in Figure 6 below.
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Figure 8 Simple View of Access to Email on the Internet

The intent is to provide access to email that is available from a large number of systems today.  Another benefit to providing this type of service is that users will be able to access their email through both wireline and wireless methods.  Different potential access interfaces could be utilised between the MMS Relay and the Email Server that would be viewed as a form of MMS Server in function.

A major consideration in providing access to Internet Email is that many people have multiple email accounts.  They may have multiple user ids on multiple systems.  A view of this connectivity goal is shown in Figure 7 below.
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Figure 9 View with Multiple Sources of Internet Email

Several considerations arise when the impact of multiple email accounts is taken into account.  These include:

· Support for tracking or reaching the various email accounts.  In some form, a user will need to be able to enter account information (mailhost, username and password) for each account that will be accessed.  This may be on the device directly or through some provisioning activity.

· Agent services on intermediate elements will need to support multiple accounts.  For example, if the MMS Relay provides polling services for POP servers (discussed later) it would need to be able to perform such polling for multiple servers per client (or provide a limited capability to the user).  This may require maintenance of useful state information for each such account supported.

· A scheme by which notifications are associated with the particular email account needs to be maintained to the client.  A user will more highly value knowing that a “You’ve Got Mail” notification comes from a particular account from a specific mailhost than getting a generic notification with no information to support screening.  Tracking of the mail status on each account by the client and associated agents will be desirable.

Since there are some problems with normal Email when it operates in an MMS system (notification discussion later) a possible alternative is to have the email forwarded to an MMS Server that can handle the notifications correctly.  One such approach is shown in Figure 8 below.
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Figure 10 Degenerative Case where Email is Pushed to Carrier System

The expected method of implementation of this scheme is to have the email systems of the user forward the messages directly to the MMS Server.  This could be done by having the message sent, via SMTP, to the MMS Server which would then make it available to the user through its normal delivery scheme.

Of course, any simple scheme has its own issues to consider:

· One would have to assure that email systems could be programmed to forward the messages to the MMS Server.  Some mail systems may not support such auto-forwarding.  If supported, this would likely need to be set up by the user who would then not have to expose the associated email username and password to the MMS Server system.

· The MMS Server may get a considerable amount of mail.

· Users would generally have to delete messages at two locations, the original email system as well as the MMS Server.  It may be possible to delete messages at the source terminal after forwarding them but that would mean that users would only be able to get their messages from the MMS Server (which defeats purpose of having multiple accounts to begin with).

· The use of the MMS Server to collect all messages directed to any of a user’s accounts may limit awareness to the real source of messages.  This is due to the collecting MMS Server would provide generic notifications to the user since the source system would be generally unknown.  Of course, some schemes may be used to help with the identification.

An alternate network approach would be for the MMS Relay to be positioned external to the Carrier’s domain.  The likely approach would be for such a system to operate in the Internet.  An example of this approach is shown in Figure 9 below. As with the relationship of the carrier based MMS Relay and Server, this figure shows the two components being closely coupled.  The protocol operating between them is generally not going to be identified.
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Figure 11 Case Where MMS Relay Service Moves to the Internet

For such an approach to work, a method needs to be made available for the MMS Relay to reach the MMS User Agent.  One such method, as provided by the WAP architecture, would be through the connectivity provided through the WAP Gateway and WAP Push Proxy.  Due to the number of directed messages, a means similar to the WAP Push scheme will be needed for systems that do not implement the WAP architecture.

A more general view of an Internet-based MMS Relay is shown in Figure 10 below.  It supports a non-related Email server communicating with the Internet-base MMS Relay to effect the communication with the MMS User Agent.
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Figure 12 Case Where MMS Relay Service Moves to the Internet

In this example, the MMS Relay and Email Server utilise a formally developed protocol to communicate.  This protocol is ideally the same protocol that is developed for the MMS Relay - MMS Server interface.  For such an interface to be accepted in the Internet world (hence to make it Internet friendly) such a protocol would need to be published as an IETF RFC.  This would require that work developed in support of the MMS Relay – MMS Server interface be promoted in the IETF.  Such work would require that knowledgeable members participate in the IETF by submitting internet drafts, participation in the appropriate work group(s) and mailing lists.

In the real world, it is likely that no one scheme will be adopted.  In fact, we should expect that a variety of the previously described interconnect schemes will need to interoperate.  A diagram of such a world is shown in Figure 11 below.
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Figure 13 Concurrent Interconnect Schemes Will Likely Coexist

This busy figure shows that users will likely be able to have their messaging originate at a variety of systems.  Further, there will likely be a variety of interconnect schemes for these systems.  While it may appear that the diagram is excessively busy, it should be recognised that not all users will need such connections, they should just be available.  The bigger issue is for the ability of users to be able to make the appropriate associations needed to permit these services to operate.

Message Notification

A key aspect of the message flow supporting the message retrieval is that of the message notification (i.e. the <a> message).  This is how users would be provided with the “You’ve Got Mail”-type alert.  Different forms of scheme exist to provide the requisite notification in both open, standardised systems as well as proprietary messaging systems.  This discussion will only cover the open, standardised approaches.

Neither the POP nor IMAP protocols directly support a notification operation to a client informing it of new mail.  This is consistent with the client-server model they were based upon.  Therefore, since the notification is an important operation for MMS, an alternative course of action is needed.

For the most common POP and IMAP clients, polling is the normal means for acquiring information regarding new messages.  This normally occurs at a periodic rate (e.g. every 5 minutes) with the client initiating a new TCP session with the POP or IMAP server.  The main drawback to this operation is that it results in quite a bit of overhead with limited amount of success, the degree of which would be dependent on the number of messages received.  Another drawback to this polling is that it quite chatty since it requires the client to go through request-response sequences to pass username and password before actually receiving information about messages stored on the server.  These drawbacks have been used to justify the desire to NOT perform these activities on a wireless client.

To provide a representation of the described scenario, the following is an example of a POP protocol sequence that may occur during a polling operation.

S: <wait for connection on TCP port 110>

C: <open connection>

S:    +OK POP3 server ready <1896.697170952@dbc.mtview.ca.us>

C:    USER mrose

S:    +OK mrose is a real hoopy frood

C:    PASS secret

S:    +OK mrose's maildrop has 2 messages (320 octets)

C:    STAT

S:    +OK 2 320

C:    LIST

S:    +OK 2 messages (320 octets)

S:    1 120

S:    2 200

S:    . 

C:    UIDL

S:    +OK

S:    1 whqtswO00WBw418f9t5JxYwZ

S:    2 QhdPYR:00WBw1Ph7x7

S:    .

C:    QUIT

S:    +OK POP3 server signing off

C: <close connection>

The MMS Relay, performing the above poll operation would be looking at the UIDL codes which are identifiers for the messages in the system.  These codes are to be preserved across sessions.  Therefore, if the MMS Relay retains information regarding the messages on the server, it will be able to detect when a new message occurs by the virtue of seeing a new UIDL code.

When the MMS Relay sees a new UIDL, it could be used in providing information to the MMS client to aid in retrieval.  Of course, certain implementations may be able to operate more efficiently:

· If the associated email server does not accept deletes from anything other than the MMS Relay then it could maintain the simple list counts and could recognise a new message when the count changes.  Of course, the limitation is highly restrictive and not a good practice.

· The MMS Relay could maintain an ongoing association between the UIDL and an internally generated, presumably shorter, lookup code.  The lookup code could be used in subsequent retrieval requests.

By performing polling in support of the MMS Client, the MMS Relay runs into several issues that need to be understood.  An obvious problem with this solution is primarily one of scalability:

· Presumably, an MMS Relay would be supporting a large number of wireless clients

· Each client could have presumably multiple accounts on multiple servers

· State information (e.g. UIDLs) needs to be stored for each account being maintained

An alternative approach would be to invent a notification scheme for these mail systems to employ.  Such an invention would need to be moved through the IETF to be acceptable to the Internet world.  Such a scheme would also have its own set of drawbacks:

· A generalised ‘PUSH’ approach would be needed over which the notifications would be delivered.  The WAP system model provides a PUSH paradigm but it does not generally exist in other systems.

· Email servers would need access information for targeting notifications.  Note that such systems may send information to a variety of systems (e.g. wireless device as well as desktop) which present its own set of scalable issues.

· Security issues related to directing traffic toward the client need to be overcome.  A key reason for client-server methods exist is to permit the creation of TCP sessions through security firewalls from the inside to outside.  It is very difficult to do such sessions in the reverse order.

Notify Response

In the client polled POP or IMAP world there is little need for any form of notification response (e.g. <b> operation).  Since the basic model is that the client discovers the availability of new messages, the server is completely passive.  Therefore, it does not really require any special knowledge regarding clients having been informed of the message.

Message Retrieval Operations

In the POP or IMAP systems, the message retrieval is affected via transaction activities using the associated protocol.  The following is an example of the POP3 retrieval (parts taken from RFC 1939)

S: <wait for connection on TCP port 110>

C: <open connection>

S:    +OK POP3 server ready <1896.697170952@dbc.mtview.ca.us>

C:    USER mrose

S:    +OK mrose is a real hoopy frood

C:    PASS secret

S:    +OK mrose's maildrop has 2 messages (320 octets)

C:    STAT

S:    +OK 2 320

C:    LIST

S:    +OK 2 messages (320 octets)

S:    1 120

S:    2 200

S:    .

C:    UIDL

S:    +OK

S:    1 whqtswO00WBw418f9t5JxYwZ

Read Command
S:    2 QhdPYR:00WBw1Ph7x7

S:    .

C:    RETR 1

S:    +OK 120 octets

S:    <the POP3 server sends message 1>

S:    .

As is seen, the steps supporting operations <c> and <d> are accomplished via transactions over a TCP connection established on the POP port of the email server.  The transactional dialog is performed to permit the client and server to share information and then the actual request to read the message occurs.  Therefore, nominally the <c> operation includes the transactional flow that occurs up to and including the RETR command with the message retrieved from the <d> operation to be supported by the server response.

This example showed separate USER and PASS commands with the associated data in establishing the authorisation to acquire mailbox information.  Other forms of entry exist (e.g. APOP) which permit some protection of the actual password.  In either mode, the MMS Relay will have to pass the needed data to the email system to get permission to retrieve the message data.  Therefore, either the MMS Relay would need to maintain such information, or it would have to be passed as part of the WSP_GET.req (WAP example) originating at the MMS Client.

One method to convey the retrieval information to the MMS Relay could be through a uri like this:

pop://dbc.mtview.ca.us:mrose,secret,whqtswO00WBw418f9t5JxYwZ/

The uri contains several items needed to permit the MMS Relay to perform the actual retrieval: the host to which to connect (dbc.mtview.ca.us); the port is associated with the method (pop); the username (mrose); the password (secret); and the uidl of the message to retrieve (whqtswO00WBw418f9t5JxYwZ).

Other Issues

· IMAP was not covered in the transaction examples, it is somewhat similar but would have different associations.

2.2.3 VoiceMail Retrieval

VoiceMail presents another set of issues that should be understood in the context of both the Messaging framework, as well as capabilities.

Message Notification

While I am not familiar with the current state of standardisation, I would expect that some form of notification is available from the Voicemail server.  This notification, or polling operation as is done with email, would provide for the <a> operation in the generic transactional flow diagrams.  This is shown in Figure 12 below.
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Figure 14 Message Notification for VoiceMail

Message Retrieval

Interesting possibilities regarding voicemail arise when we consider the aspects related to retrieval.  The following examples show the retrieval in some form of voice delivery.  Another set of possibilities exist when we consider a Speech-to-Text approach where the original voice message would be converted.  Such cases would raise the prospects of intermediate data adaptation services in the network.

For voicemail servers that can do VoIP delivery different connection models could be utilised as shown in Figure 13 below.
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Figure 15 VoiceMail Delivery Using VoIP Approaches – Two Connections Shown

From the figure, one connection model goes ‘through’ the MMS Relay.  This would be consistent with the raw connection model that has been described by the messaging interface.  This pass though does not provide much value to the MMS Relay and we could consider a direct retrieval approach.

The pass through scheme permits the MMS Relay to ‘know’ when a delivery happens and it may be able to utilise that knowledge to update state information.

Alternatively, a more direct connection approach could be implemented.  The basic message retrieval is performed by the execution of a GET method and one could expect that the GET could target the Voicemail server directly.  Of course, this could have the side effect of making the MMS Relay unaware of the actual retrieval.

A hybrid solution may be possible.  In effect, the actual request could be directed to the MMS Relay who could invoke a redirect which could have the actual data transfer originate from the Voicemail server.  This would provide the MMS Relay with some information regarding the delivery request while pulling it out of the loop when it comes to the actual delivery.

For older voicemail systems, which operate over the current circuit switch network some form of data adaptation would be desirable.  One such scheme is shown in Figure 14 below.
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Figure 16 VoiceMail Delivery Using Circuit Switch Connection by MMS Relay

The use of circuit switch connection would require that support for the adaptation exist somewhere in the network, most likely at the MMS Relay.  The data adaptation would be a full conversion from the circuit switch to VoIP scheme.  Support for the control method (e.g. digit dialling) would be needed at the interworking point as well.

Such a conversion would also raise issues related to the management aspects of the voicemail system.  For example, does the MMS Relay ‘know’ when messages are deleted or does it learn about it.  Such information would be needed.

For voicemail systems that operate over the circuit switch network, another alternative exists.  In essence, phone devices could acquire stored messages by reaching them via the circuit switched network directly.  This is shown in Figure 15 below.
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Figure 17 Using a Circuit Switch to Access VoiceMail

It is likely that such a scheme could be supported using the current schemes since it is very possible that a uri could be constructed that would permit the device to call the voice mail system.  For example, the following could be utilised:

callto:2012214533

If such a scheme were utilised, the MMS Relay would need to discover that the messages had been delivered, as it would likely not be able to get direct acknowledgements of the message retrieval.

2.3 Message Sending Use Cases

Now we will examine the message sending operation.  As before, the previously defined message operations that have been defined between the MMS Client and the MMS Relay have been extended in Figure 16 below.

The figure includes the actual sending operation as well as the subsequent notification sequence.  This has been done to permit the discussion of each environment to be somewhat complete rather than having to discuss each environment in a separate Notification use case.
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Figure 18 Flow Diagram for Generic Message Sending Use Case

2.3.1 Sending a Message to a Closely Related MMS Server

As with the retrieval, the specifics of <j>, <k> and <l> are potentially proprietary and not subject to standardisation.

2.3.2 Sending a Message to an Email System

For email systems, the standard protocol is SMTP.  It provides a means to deliver a payload to another addressed entity.  In general, the <j> operation, used to deliver the payload, is accomplished from the SMTP transfer.  The confirmation is associated with the resulting status of the transfer.  An example is given below.

S: MAIL FROM:<Smith@Alpha.ARPA>

R: 250 OK

S: RCPT TO:<Jones@Beta.ARPA>

R: 250 OK

S: RCPT TO:<Brown@Beta.ARPA>

R: 250 OK

S: DATA

R: 354 Start mail input; end with <CRLF>.<CRLF>

S: Blah blah blah...

S: ...etc. etc. etc.

S: <CRLF>.<CRLF>

R: 250 OK

In this case, all of the transaction, except the last line, is needed to provide for the <j> action.  The final line, which is the acknowledgement of the message provides for <k> which is the receipt.

At this layer, the delivery notification is not directly supported.  Therefore, there is no direct mapping for <l> in the SMTP.  By looking at the bigger context, email has some support for delivery notifications, but these tend to be via separate email messages that respond to the original sender that provides information, normally in the body, regarding the delivery.

2.3.3 Sending a Message to an MMS Server in a Different MMSE

Another messaging target that we can expect to be very common is a user in a different system.  This is shown in Figure 17 below.  Based upon the previous system interconnect diagram, it is shown as the terminal communicating with its MMS Relay which communicates with the MMS Relay in the other MMSE.  That relay would then communicate with the MMS Server in that MMSE.  Delivery would then be the responsibility of that MMS Server.
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Figure 19 Data Flow for Sending a Message to an MMS Server in a Different MMSE

The ladder diagram for the message flow is shown in Figure 18 below.
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Figure 20 Flow Diagram for Sending a Message to MMS Server in a Different MMSE

The consideration at this point has to do with the different roles and responsibilities that the MMS Relays take on in support of this form of message routing.  For example, the <j1> transaction, which is generated by the local MMS Relay as it sends out the message (as with the more general <j> message) would also need to be supported by a receiving MMS Relay.

A simplified form of information flow may be to avoid the second MMS Relay and target the message to the MMS Server directly.  This is shown in Figure 19 below.
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Figure 21 Data Flow for Sending a Message Directly to an MMS Server in a Different MMSE

The generic diagram did not show a direct path to the remote MMS Server and would have to resolved.

Another approach that may be taken for inter-system routing would put the originator’s own MMS Server into the path in some form of service of the delivery process.  This is shown in Figure 20 below.
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Figure 22 Data Flow for Where the Local MMS Server is Involved in the Sending Operation

The biggest benefit in performing this activity is that the user’s MMS Server would have knowledge of the outgoing messages.  Of course this could be implemented by having the MMS Relay copy the MMS Server on any outgoing message.  This has not been currently defined.
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