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Introduction

Many UE tests require performance to be measured under fading channel conditions. Although the various channel models are not truly representative of ‘real life’ they are much closer than static measurements over cable made either with or without additional white noise or interference added.

There are a number of potential sources of difficulty with such tests which need to be avoided, and careful choice of channel and measurement condition is important.

There is a need to balance the conflicting requirements of short (cost effective) testing with reasonable precision. To do this the nature of the fading models must be understood, and the conditions should be carefully chosen to best exercise that aspect of the system to be tested. It is quite possible to design a test which does not produce the expected result, or is unworkable, or poorly-specified once equipment variation has been allowed for. 

This document hopes to collect the information required to relate a reliable test time and level of confidence, in sufficient detail to be readily understood, and assist the process of informed discussion. Appendices A and B

A Provides more detail on the fading channels, and 

B some sketches of the effects of applying a tolerance to different slope curves respectively. 

These are only included for reference, and can be safely ignored by the familiar reader.
Testing against a core spec
When measuring error rates, or their counterpart, throughput rates (R), the 3GPP standards say we should take a statistical view of testing. This obliges us to consider the probability of failing a good device under test, or passing a poor one. The test limits are then different to the core specifications by an amount which reduces this risk to a small, safe value.  There are two parts to this relaxation. 
1) Test Tolerances for equipment uncertainties.

The first component is an equipment tolerance, which allows for real test equipment, which can be guaranteed to measure correctly +/- a certain tolerance. (Typical level accuracies in a test equipment rack are 0.7dB for an absolute level, and 0.1dB for a difference of two components of a composite signal generated from the same source at the same time. If signal and white noise were both generated in the base-band of a signal generator for example, then the 0.1dB figure applies. If there are two separate machines, a signal generator and a noise generator, then a relaxation of 0.7dB is more likely.)

this kind of tolerance is usually easy to apply, at least when it is single sided.

2) Test  tolerances to allow for expected statistical fluctuations

The second component is an additional part for tests where, even with ideal equipment, if the test is repeated many times the number is not the same each measurement, rather a different ‘correct’ answer each time. This statistical element applies to BLER for example, to deduce over how many blocks one must measure to be confident of the error rate.

This is the aspect we have to consider for HSDPA, but modified for a throughput test.
BLER

To guarantee a ‘perfect test’ requires an infinite test time, which is unacceptable. Rather than risk failing a UE that might have been ‘good’ in an infinite test, because the test is shortened, a ‘bad DUT factor’ is introduced, which in the case of error rates might be (for BLER) 1.5 times higher than the spec limit, and the test is run for long enough to be 90% sure that the DUT is better than this easier limit.  
1) This almost guarantees that all units that would have passed the true limit (if measured for ever) are passed, 
2) the price is that some units are passed that (if measured for ever) would have had performance between the nominal and the nominal times the factor, i.e. not really passed. 
This approach works perfectly well for BER/BLER curves with a steep shape, where the fraction of a dB of level error in sensitivity that is equivalent to a factor of 1.5 in error rate, is acceptable. 
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Figure 1  BLER/EbNo curve in AWGN (different HSDPA block sizes)

Figure 1 shows some typical white noise, non fading channel results for the 16QAM modulation used for HSDPA. The overall conclusions are similar for QPSK.

This bad DUT factor can be shown to have negligible impact, being less than the equipment uncertainties mentioned above, at least in the region where measurements are made.

For these curves, for example measuring around 0.01, allowing for equipment tolerances would swamp a bad DUT factor of 1.5. All is well once the test is made with the allowed 0.7dB or 0.1dB relaxation in the settings. A 0.7dB change in level corresponds to a factor of 10 in error rate, for those cases with good FEC (three left hand curves) and a factor of  >3 in error rate for those cases (right hand curves) where the FEC is compromised by unfortunate  puncturing factors.

BUT (with fading channels it is harder)
A different argument arises when the same measurement is made in a fading channel, as the signal level in the fading channel varies widely during the test.
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Figure 2 Fraction of time above/below nominal level (0dB is long term mean level)

This is shown in figure 2, the curves are not symmetric about zero, as the fading profile has deep notches of short duration. See appendix A for more explanation of this. Assuming the fading signal is mixed with a fixed level of AWGN then we expect throughput to be similar to the ratio of the time below threshold, to the time above, and indeed simulations with ideal channel estimation do show this to be broadly true.

Now there is a problem with throughput
If we follow the lead of BER measurements and allow a Unit under test to have 1.5 times the errors of an ideal unit, then we are effectively changing the set-point for the test by many dBs, in which case, we cannot determine if the DUT suffers poor sensitivity or level accuracy, except when we measure on the near error free part of the curve. 

If we allow a far narrower gap between measured and specified performance, then we have an impractically long measurement period, of hours or days depending on the factor chosen. The position of the measurement levels directed by RAN 4 for fading channel measurements is the matter we would like to discuss further. 
From the information in the core specs alone, it is not possible to construct reliable test settings
Example:

Consider (as just one example) the following excerpt

Table 9.3: Minimum requirement QPSK, Fixed Reference Channel (FRC) H-Set 1/2/3

	Test Number
	Propagation Conditions
	 Reference value

	
	
	HS-PDSCH
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	1
	PA3
	-6
	65
	309

	
	
	-3
	N/A
	423

	2
	PB3
	-6
	23
	181

	
	
	-3
	138
	287

	3
	VA30
	-6
	22
	190

	
	
	-3
	142
	295

	4
	VA120
	-6
	13
	181

	
	
	-3
	140
	275

	* Notes:
1) The reference value R is for the Fixed Reference Channel (FRC) H-Set 1


2) For Fixed Reference Channel (FRC) H-Set 2 the reference values for R should be scaled (multiplied by 1.5 and rounding to the nearest integer t-put in kbps, where values of i+1/2 are rounded up to i+1, i integer)


3) For Fixed Reference Channel (FRC) H-Set 3 the reference values for R should be scaled (multiplied by 3 and rounding to the nearest integer t-put in kbps, where values of i+1/2 are rounded up to i+1, i integer)


Consider the first entry in the table, “When testing for the top line PA3 at Ior/Ioc of 0dB, and Ec/Ior of -6dB”, the core spec is stipulating a minimum throughput of 65Kbps or more to be measured out of a possible ~500 in a perfect channel. This is not a ‘few errors’ condition, and it is far from clear by how much to relax the test limit, without rubbishing the purpose of the test (extrapolation might suggest that as R falls from 309 to 65 in 10dB, in an additional 0.6dB this should fall below 30! Clearly this is totally the wrong approach, as would allowing 1.5 times more errors, which would allow negative throughput….)
The additional observation is that in the more slowly moving channels (PB3 or PA3) the channel has to be measured for a very long time for its average power level to be considered smooth to sub dB precision, and increasing test time with extra tests that add no understanding is not to be taken lightly.

(Curves in appendix A suggest 10s of minutes for 0.2dB precision, 95% confidence, similar times are in annex F of 34.121 for a wider range of fading cases).

Proposed steps:

RAN4 and T1 delegates to agree exactly what aspects of UE performance need to be stressed for each test, and to make sure levels and R limits are chosen so these aspects are tested as efficiently as possible, without setting limits that make the test impossible or useless.

Appendix A The Characteristics of representative fading channels
Specifying  fading channels

In general the channel models are specified in terms of tap delays and level, as the appendix of  the test specs.

For example 

Vehicular A has five multi-path components, with relative powers as below,

	(See 34.121 appendix d)
	Time delay
	Level wrt direct path

	Main path, reference for all others.
	0
	0

	Second path (~100m extra path length)
	310nS
	-1dB

	Third path (220m extra path length)
	710nS
	-9dB

	Fourth path (350m extra path length)
	1090nS
	-10dB

	Fifth path
	1730nS
	-15dB

	Sixth path
	2510nS
	-20dB


Each component of the multi-path signal has a frequency shift somewhere between the limits +/- the maximum Doppler shift possible for the frequency and velocity associated with the test, (Doppler =F*vel/c) and an amplitude that varies with a Rayliegh fading profile. The Rayliegh fading profile for a particular velocity and frequency is produced by passing through a perfect standing wave pattern at the associated speed, at a randomly changing angle chosen by the fading simulator. As a result there are deep nulls, from passing though the cancellation in the interference pattern, but the fraction of the time during which this occurs is small compared with the time signal is present.

However, the specifications do not indicate how these various random angles should be selected or what degree of correlation there is in successive ‘identical’ tests. Depending on the internals of the test system these could vary from almost total randomness, to almost total repeatability.

For illustration on a seconds versus dB scale, 10 second snapshots of pedestrian A, pedestrian B, and Vehicular A.
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[image: image9.emf]Pedestrian B channel (Rake sum of all 6 paths) dB_Mag versus time milliseconds 3kph
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[image: image10.emf]Vehicular A channel (Rake sum of all 6 paths) dB_Mag versus time milliseconds 30kph
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Pedestrian A has 3 paths, one main ,and the other two ~20db below. This has the effect of partial filling in the nulls in the main path, except in the very rare event that nulls coincide in all three paths. It is a slowly changing, moderate channel with a typical rate of change of  0.5 to 0.8dB/mS. This is an ‘easy’ channel for rake receiver testing,   but can exercise poorly designed AGC level controls. 

Pedestrian B has 6 multi path components, and so is a fuller test of the Rake receiver’s ability to perform channel estimation, but is less demanding of the AGC, because of the null-filling effect.

Vehicular A has two paths only 1dB apart in amplitude, consequently the amplitude deviation is small. The main use of this model is because of the rapid changing between dominant taps in the receiver exercises the channel estimation algorithm.

Amplitude statistics 

When a fading channel is present at the receiver input in conjunction with a constant level of white noise (AWGN) the effect of the fading is that the total SNR varies in sympathy with the total channel power.

The different channel models produce different depths and durations of fade, and it is possible to express this in a number of ways. 

The first is the fraction of the time a particular channel spends below a particular level. This is a strong function of the number of paths in the channel model, because of the null filling alluded to earlier. If the multiple paths are of comparable amplitude then the effect is to reduce the probability of drop out dramatically. If the multi-paths are of different levels the effect is to introduce steps in the probability/level curve, and this  in turn can translate into steps in though-put if the fadeout duration is long compared with that which the FEC can correct.

These effects are depicted graphically in the figure below
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The effect of pedestrian B having two near equal paths, reducing the dynamic range requirement can clearly be seen. Pedestrian A on the other hand spends ~10% of the time more than 10dB below its long term average level, and although a single Raleigh path does have a longer ‘tail’ this is only significantly worse for this 10% of the time that we are 10dB or more below average channel power.
Time statistics 

De-Correlation time

The time correlation of a channel relates to the useful lifetime of an amplitude measurement. If the level at some time T is measured, then one question is how long does the channel level stay within a certain number of dBs of this value. The answer decides the optimum TTI, and how rapidly power control must respond to have a chance of working well.

For Vehicular a (120kph) this is depicted below.
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Essentially a VA120 channel total power will change by <3dB in 200us, <5dB in 500uS, and the likely change of level of +/-5 dB over any 1ms is substantially similar to almost any longer instant. The measurement significance has been all but lost in 1mS. (de-correlation time 1mS)

For a VA30 channel, the corresponding de-correlation time is, unsurprisingly, ~4mS.

[image: image13.emf]Spread of PedestrianB over time
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[image: image14.emf]Spread of PedestrianA over time
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for a both 3km Pedestrian models A and B the channel level has de-corellated somewhere  12 and 25mS from the measurement.

Time to settle (How long is my measurement)

A related question is then how long does one have to wait before a representative profile of changing levels has passed. This relates directly to measurement time..

[image: image15.emf]Settling time of Ped A 3Kph channel
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A typical settling profile for pedestrian A at 3kph is shown above, this shows the standard deviation of multiple short term mean measurements, as the averaging period of the measurement increases. In essence this justifies the assumption that to declare the level of a fading channel to within +/-0.1dB, a minimum of 30seconds of measurement are needed, to be within 95% confidence however, then perhaps 5 standard deviations are required, so the time increases to several hundred seconds (a thousand seconds is 20 minutes.)
Dependence on test Implementation
There are a number of ways in which an SS manufacturer may implement generation of the Raleigh faded channels. There are two common numerical methods, the first is to filter  white (random) numbers (using the mantissa of a high power of a small seeded number is an accepted method of computer generating white ‘random’ numbers between 0 and 1). The second method involves the beating of sine waves, and sufficient components must be selected that the pattern does not repeat during the test.

 In both cases care must be taken that the seed (initial values) is not reset at an inappropriate moment. For repeatable test results it might seem wise for the channel to be reset for each test. However, for truly ‘randomised’ conditions it might be better if the seed were not reset, or were set to some ever changing quantity (the milliseconds part of the time of day is sometimes used in other applications.

How these results were generated.

These results were derived from the Siemens (RMR) FDD simulation engine, whose channel fading algorithms have been derived from fading profile software used for other projects going back many years, and have been extensively cross-checked with other results.  The simulator uses the seeded-tone method with 20 components, which results in a repeat length of many hundreds of hours. Channel conditions are re-calculated on a chip by chip basis, allowing the accuracy of various rake algorithms to be compared against ideal detection with confidence.
Appendix B The Application of tolerance effects to different shaped curves
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Figures depicting how throughput vs time varies with fading channel level against time, by projecting onto static throughput curve (ignoring tti/vs fade duration)
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If the threshold is very steep ‘Throughput’ measures the % of the time the fading channel is above the threshold, telling nothing new about UE than an AWGN test.





Throughput variation from near perfect to total loss!
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