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1 Problem Statement

According to the traffic forecast as shown in figure 1, mobile traffic will increase dramatically. Overall mobile data traffic is expected to grow to 10.8 exabytes per month by 2016, an 18-fold increase over 2011. Mobile data traffic will grow at a CAGR of 78 percent from 2011 to 2016. As mobile traffic increases, the mobile users experience network congestion while mobile network operators invest more in network equipment i.e. hardware, software, transmission equipment etc. The cost for operational expenditure on site rent, electricity, operation and maintenance grows, too. Although overall cost of mobile network increases, the growth the mobile operator’s service revenue does not show the same high growth rate compared to that of the mobile network traffic. The mobile operators are employing various efforts on how to increase revenue and how to decrease the cost.
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<Figure 1. Cisco Visual Networking Index Mobile, 2012>

Most of the mobile traffic is caused by mobile video transmissions. Because mobile video content has much higher bit rates than any other mobile content type, mobile video will generate much of the mobile traffic growth through 2016. Mobile video will grow at a CAGR of 90 percent between 2011 and 2016, the highest growth rate of any mobile application category. If we are looking at the mobile traffic further in details, most of mobile video traffic is created by the Over-The-Top providers.
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[Figure 2. Mobile Data and its Usage Trends (Source: Allot Communication 2011, Netmanias Consulting)]

As shown in the figure 3, a massive amount of video traffic is generated by the Over-The-Top contents providers. This traffic is transmitted via transit networks, the mobile operator’s backbone network and mobile backhaul network several times, when requested by multiple users, even though the contents is the same. Recently analysis indicated that over 50% of videos is requested more than once. A cache function deployed in the mobile operator’s network may solve the duplicate contents delivery problem.
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<Figure 3. Problem of duplicate contents delivery>

Figure 4 shows an example of inefficiency caused by network-unaware mobile video protocol. Even though the user is watching the first 45 seconds, the client player downloads almost the complete video contents from the server. This kind of inefficiency is maximized when the user frequently switches to other video content without watching the whole video. Some analysis indicated that most users switch to another video within the first 10 seconds. 
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<Figure 4. Example of inefficient video delivery>

Today, most of video delivery protocols use HTTP protocol and the media player on the client relies on the scheme of download and play, in which the client downloads the portion of the contents and plays the downloaded contents while receiving the remaining contents from the server. In order for this scenario to work, the downloading rate should be faster than the decoding and playtime of the video. When the network is congested or the client requests the video requiring higher bandwidth than the network can support, the player stops playing the video before it finishes downloading of the next video segments. This scenario causes a stalling of the media player as shown in the figure 5. It causes unsatisfying user experiences. 
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<Figure 5. User dissatisfaction due to network bandwidth limitation or network congestion>
In order to deal with the problems explained above, mobile network operators are already deploying transparent cache equipment, media acceleration equipment and mobile content delivery network based on 3rd party proprietary solutions. While de-facto technologies exist for mobile video traffic optimization, there is a lack of an industry harmonized solution. De-facto technologies for mobile content delivery networks and its optimization technologies are also now emerging, but as yet there has been no move towards a standardized solution. Therefore mobile operators are either depending on 3rd party solutions such as those of the mobile video optimization vendors or developing their own proprietary solutions. 

For example, there are currently proprietary interfaces between the cache equipment and the EPS nodes. Therefore, operators have difficulties to interface between the 3rd party equipment and the EPS nodes and multi-vendor solutions are difficult to deploy. Therefore, a solution for a standardized mobile video optimization is required by the industry.

It is interesting to note that video traffic has very high share of the total traffic compared to voice traffic while standards efforts are focused on optimized delivery of voice traffic based on IP Multimedia Services.

Despite the importance of mobile video traffic, due to there being no standardized Mobile CDN 3GPP Evolved Packet System (EPS) treats the video traffic equal to any other internet traffic. In other words, transporting video traffic in EPS uses only non-GBR. Although the current 3GPP Evolved Packet System provides packet data network service for all kinds of IP traffic delivery, mobile video traffic can be delivered in a more efficient way by means of introducing caching, media adaptation functions at the network edge, enhancing radio access network nodes, and enhancing OTT protocols for delivering the mobile video traffic by either eliminating redundancies in or optimizing the scheduling of mobile video traffic. 

Conversely, Over-The-Top (OTT) content delivery protocols have been evolved to use HTTP based Progressive Downloading and HTTP Adaptive Streaming. 3GPP and MPEG collaborated to standardize Dynamic Adaptive Streaming over HTTP (DASH). These HTTP Adaptive Streaming schemes deliver the video contents as chunks (segments in DASH). However, since those traffic characteristics are not known to the EPS, there is no chance to further optimize the video traffic delivery.
2 Business Rationale 

What can operators do with it? In response with current situation, the mobile operators meet following three questions: 

1) Can mobile operators increase revenue? [Revenue Model]

2) Can mobile operators reduce the cost for video delivery? [Cost Saving]

3) Can mobile operators enhance the quality of user experience? [QoE Enhancement]

We will describe the business rationale by answering the three outstanding questions above in this section.

Answer to the first question, the short answer is yes. As the mobile high speed internet such as 3G and 4G becomes ubiquitous, users increasingly watch video content using mobile networks. Mobile operators can start content delivery services which can be a new mobile operator’s opportunity for revenue increase. In addition, mobile operators can create new revenue by collaborating with 3rd parties. There can be three different types of revenue model for content delivery. 

1) Walled Garden Content Delivery: Operators directly contract with the content providers and provide this content to the users with monthly subscription.

2) Wholesale CDN: Operators contract with the Over-The-Top providers and provide on-net content delivery network.

3) Federated CDN: Group of operators form a federated global CDN. Each operator provides local footprint to create a global footprint. Operators share the revenue as well as control information, logging, metadata, request routing method. 

An answer to the second question is also yes. Duplicate video content can be optimized and save the transit cost. Since over 50% of videos are requested more than 2 times by users, those duplicate video content is a candidate for caching. One such example is to place a transparent cache in the mobile operator network to save backbone transit cost. Extension of this concept to the RAN by placing a transparent edge cache can save backhaul transit cost, too. Another example is to perform media optimization such as video pacing. Since most users switch to another video within the first 10 seconds, downloading the whole video can be a waste of radio network resources. 

Regarding the last question, the answer is also yes. Since the traffic pattern of mobile videos shows a certain characteristics, by handling the video content differently when the network is congested, quality of user experience can be increased. When the network condition is not good enough to deliver high-bitrate video content, client players may stall due to network bandwidth limitation or network congestion. It decreases user’s satisfaction of quality of services. Network aware media adaptation such as media transrating, media transcoding and caching can optimize the video content delivery. Operators can have a higher level of customer satisfaction by ensuring Quality of Experience which will help to prevent customer churn. 
These kinds of business rationale will bring cost savings to the mobile operator and will provide new opportunities to increase revenue either through provision of operator own content delivery services or by sharing the revenue of 3rd party content providers. Differentiation of the mobile video traffic will contribute to the quality of the user experience and motivate subscribers not to obtain service from another mobile operator.

3 Scope 

Below are the first tasks based on the priority for phase 1: Mobile Video Traffic Optimization. Additional task for MVTO and other content optimization (e.g. web traffic) might be added in a second phase. 

	Work Stream
	Sub-Tasks
	Work Scope

	Use Cases

and 

Requirements
	1. Use cases  
	Use cases (current practice and innovative use cases) 

Value Chain Model and Cost Analysis

Operator CDN, Federated CDN and Transparent Cache

	
	2. Requirements
	Architectural and Functional Requirement including Core CDN, Local CDN, Media adaptation, Control Policy, Charging, Handover, RAN aware content optimisation.  etc.

	Architecture and Functionalities
(Potential)
	3. Core based CDN Architectures and Functionalities
	Architecture for Core based CDN. 

Functionality for Media adaption, Transparent cache, CDN interconnection, PCC integration, etc. 

	
	4. Access based CDN Arch. and Functionalities
	Architecture for access based CDN. 

Functionality for Media adaption, Transparent cache, CDN interconnection, PCC integration, Charging, handover, etc.

	
	5. EPC enhancement  
	Traffic classification, QoE scheduling, Media adaption, PCC integration, etc. 

	Media format and Protocol 
(Potential)
	6. Video Delivery Protocol enhancement
	Operator controlled media adaptation (e.g. MMT, DASH, HLS, SS, etc.)

*Note that whether this work stream should be merged with Architecture & Functionalities

	SDO Coordination Area
	7. Standardization Impact analysis and SDO coordination

(3GPP, MPEG MMT, IETF CDNi) 

[see the reference section]
	Focus on the points of interests with the on-going SDO activities.

Articulate problem statements and Liaison statements as well as the related SDO activities follow-up

	Note that it is TBD whether the media format and protocol work stream should be merged with Architecture & Functionalities.


4 Objectives 
The objective of this project is described as listing the work stream and its subtasks.

· Work Stream 1. Use cases and requirements

· Use case of current practices

· Mobile CDN deployment

· Transparent Cache

· Access Cache, Coordination with the core nodes

· Mobile Video Acceleration: media translating, media transcoding, video pacing, etc. 

· Requirements

· Work Stream 2. Discussion of architectures and functionalities.

· Subtask 1. Core network architecture and functionalities

· Discussion of the new CDN functional entity and reference point with the existing network entities. 

· Discussion of new CDN functional entities: cache, media adaptation, video pacing etc

· Integration with the existing Policy and Charging Control architecture

· Integration with the existing CDN interconnect and its relationship with mobile video traffic optimization

· DURL-based classification

· Subtask 2. Access network architecture and functionalities

· Discussion of the new CDN functional entity and reference point with the existing network entities. 

· Discussion of new CDN functional entities: cache, media adaptation, video pacing etc

· Integration with the existing Policy and Charging Control architecture

· Integration with the existing CDN interconnect and its relationship with mobile video traffic optimization

· Subtask 3. 3GPP Evolved Packet System enhancements for supporting MVTO

· Extension of PCC architecture enhancement for example, URL-based classification

· RAN scheduling enhancement to better support of video traffic based on mobile video traffic characteristics.

· Interaction between 3GPP EPS and media adaptation for network-aware media adaptation

· Work Stream 3. Discussion of media format and delivery protocol analysis

· Summary and analysis of existing media delivery protocols for example, progressive download, HTTP Live Streaming, Smooth Streaming and Dynamic Adaptive Streaming over HTTP

· Study on video delivery protocol and format to meet more advanced use scenarios 

· Study on new video delivery format and protocol from MPEG and investigation of further enhancements

· Work Stream 4. Monitoring and Analysis on standardization impact for mobile video traffic delivery optimization.

· Subtask 1. 

· Monitoring 3GPP standardization activities (for example,  UPCON work item)

· Impact analysis on the potential architecture and functionalities

· Liaison activities

· Subtask 2. 

· Monitoring IETF standardization activities (for example, IETF CDNi project)

· Impact analysis on the potential architecture and functionalities

· Liaison activities

· Subtask 3. 

· Monitoring MPEG standardization activities (for example, IETF CDNi project)

· Impact analysis on the potential architecture and functionalities

· Liaison activities

5 Challenges

· Most content delivered through mobile networks is caused by 3rd party content providers and usage of their services is independent from mobile network operators’ revenue.

· 3rd party solutions may not directly interact with mobile network entities or may interact through a proprietary interface.

· Since mobile operators may have different business strategies for mobile content delivery, they may have different requirements for the solutions.

· It may not be easy to conclude a standardized solution because mobile operators may have different business requirements or proprietary solutions with different behaviour or characteristics.

· Lots of mobile operators have an urgency to deploy mobile content delivery networks while the standardized solution may take time to conclude.

· It may not be easy to have a common enhancement technique of the Evolved Packet System due to the great variety of OTT protocols for content delivery.

6 Justification for work in NGMN & relation to other Industry Initiatives

Although various standardization efforts have been made as listed below, the mobile network architecture and its enhancements for mobile content delivery have not been addressed.

· 3GPP SAE/QoS Architecture and User Plane Congestion Management [3GPP UPCON]

· IETF CDNi [IETF CDNi]

· Dynamic Adaptive Streaming over HTTP [3GP-DASH] [MPEG DASH]

· MPEG Media Transport [MMT]

· NGMN SERQU project

While IETF Contents Delivery Network interconnect (CDNi) addresses the interchanges among the content delivery network operators, the mobile CDN including the optimization of the mobile contents delivery has not yet been addressed. In particular, new entities such as cache nodes, their behaviours, the protocol between them and their interface to existing network entities need to be considered. Therefore, operators’ agreements are needed to identify use cases. From these use cases a common set of requirements can be developed for the introduction of new functionalities as necessary on top of the existing network architecture. 

This project proposes to work on developing a common understanding of the concept of mobile CDN and to provide requirements as well as potential solutions to by way of scoping future standardization.

In addition, the project can use existing NGMN activities such as the SERQU project if the set of requirements is common to both projects. 

Although various standardization efforts have been undertaken, the mobile network architecture and its enhancements for mobile content delivery should be addressed in a coordinated manner. 


[image: image8]
In order to coordinate the various SDOs, NGMN can act a role of doing the coordination among them by undertaking prior discussion and agreement on guidelines from mobile operators before standardization. The discussion and agreement could include following items:

· Agreeing on necessity of the concept: use cases and requirements 

· Discussion of architecture and functions for mobile video traffic optimization

· Analysis of standardization impacts

· Identifying the appropriate SDO and WG for standardization of Mobile Video Traffic Optimizations.

7 Market Impact & Dissemination

As described in the section 2, the following four aspects can have market impact:
· Operator’s opportunity for new revenue increase

· Reducing OPEX by optimizing video delivery

· Enhancing user QoE to prevent customer churn.

· Increasing capacity in the core network by making more effective use of hierarchical caching

Deliverables from this project such as whitepapers and liaison documents should be considered as potential input for standardization bodies.

8 Deliverables & Milestone Activity

	Item
	Month/Year
	Short activity description

	Start of Project: M0
	11/2012
	Project Proposal Presentation 

	Milestone: M1
	02/2013
	- Project Team defined and information gathering across contributing entities
- Gather contributions from participating companies

- Review material from adjacent industry fora 

- Review study material gathered and conclude gaps
- Project start (TG1)

	Milestone: M2
	06/2013
	Use Case and Requirements 

	Milestone: M3
	10/2013
	Architecture Discussion and Potential Solutions

	Milestone: M4
	12/2013
	Recommendation to the related SDO (TG2)


	Item
	Month/Year
	Short descriptive title
	Intended publication

	Deliverable D1*
	06/2013
	Use Case and Requirements
	<NGMN Internal, Limited distribution to e.g. SDOs, Public>

	Deliverable D2*
	10/2013
	Architectures Discussion and Potential Solutions
	<NGMN Internal, Limited distribution to e.g. SDOs, Public>

	Deliverable D3*
	~12/2013

(when required)
	Recommendation to the related SDO
	Liaison Letter to 3GPP, MPEG, IETF etc


*Note: Delivery dates [Month/Year] equals approval date by OC.

9 Appendix
9.1 Diagram for Mobile Contents Delivery Optimization
This architecture diagram can be used for an initial discussion for Mobile Video Traffic Optimization. This includes all the possible functions and entities which are already deployed in the real deployment scenarios as well as newly introduced functions on top of 3GPP SAE architecture.

Although this diagram is not a concrete proposal, this diagram can be used to discuss and identify which reference points and functional entities are of interest to operators.
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< Figure A. Architecture Diagram >

Figure A shows an example network architecture diagram which is intended to be used for discussion. 

The diagram shows newly introduced overlaid functions on top of the current 3GPP SAE architecture to capture the existing network entities in the real deployment as well as the new entities to ensure the contents delivery optimization.
Existing network architectures and their reference points:

(1) 3GPP SAE architecture and QoS Architecture

The underlying architecture is 3GPP SAE and QoS Architecture defined in 3GPP TS 23.401 and TS 23.203. In case of introducing LCF with local IP termination, the 3GPP LIPA/SIPTO architecture can be used.

(2) CDN entities and their interfaces

CDN is a collection of the network entities which consists of the Contents Delivery Network. Since IETF CDNi defines the 4 interfaces, including request routing, control, logging, metadata exchange, all the known CDN interfaces among multiple operators could be used in the CDNi framework and its referred interfaces [1].

Newly introduced functions and interfaces:

(1) CCF (Core CDN Function)

It is located between the client in the UE and the media origin server in the internet (i.e. nearby EPC). It could include below functionalities. 

- Caching: This functional entity performs cache of the media objects to save the transit cost of the core network side.
- Media Adaptation: This functional entity performs trans-rating and transcoding of the media transferred towards UE. TDF(Traffic Detection Function) defined in the PCC architecture may detect and forward to the CCF for the media traffic. It may interact with the policy function if required. This entity split the TCP connection between the UE and the media origin server to optimize the media delivery.
(2) LCF (Local CDN Function)

It is located between the client in the UE and the media origin server in the internet (i.e. eNB in case of the E-UTRAN). It could include below functionalities. 

- Caching: This functional entity performs caching of the media contents. It may interact with the RAN entities.
- Media Adaptation: This functional entity performs trans-rating and transcoding of the media transferred towards UE. TDF(Traffic Detection Function) defined in the PCC architecture may detect and forward to the LCF for the media traffic. It may interact with the policy function if required. This entity split the TCP connection between the UE and the media origin server to optimize the media delivery.
PCRF 에 대한 Direct interface 추가 

[1] 3GPP SAE architecture TS 23.401

[2] 3GPP Policy and Charging Control Architecture TS 23.203

[3] CDNi Architecture, “Framework for CDN Interconnection”, draft-ietf-cdni-framework-02, L. Peterson, Ed. et al. http://datatracker.ietf.org/doc/draft-ietf-cdni-framework/?include_text=1
10 REFERENCES
[IETF CDNI] http://datatracker.ietf.org/wg/cdni/charter/
[MMT] INTERNATIONAL ORGANIZATION FOR STANDARDIZATION ORGANISATION INTERNATIONALE DE NORMALISATION ISO/IEC JTC1/SC29/WG11 CODING OF MOVING PICTURES AND AUDIO, Study of ISO/IEC CD 23008-1 MPEG Media Transport, “http://mpeg.chiariglione.org/standards/mpeg-h/mpeg-media-transport”
[HAS] HTTP Adaptive Streaming, http://en.wikipedia.org/wiki/Adaptive_bitrate_streaming
[3GPP UPCON] „Feasibility study on user plane congestion management (Release 12)“, 3GPP TR 22.805 V12.1.0
[3GP-DASH] Transparent end-to-end Packet-switched Streaming Service (PSS); Progressive Download and Dynamic Adaptive Streaming over HTTP (3GP-DASH)

[MPEG DASH] ISO/IEC 23009-1:2012 Information technology -- Dynamic adaptive streaming over HTTP (DASH) -- Part 1: Media presentation description and segment formats
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