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1. Introduction
Solution#12 provides a procedure to support AI/ML model lifecycle management for ML model re-training and update when model performance degradation is observed by AI/ML Enablement. The detect of ML model performance degradation need furthur study, as described in the EN:
Editor's Note: How the AI/ML Enablement Consumer detects the performance degradation is FFS
Based on the usage purpose of the ML model, there are different methods to get the ML model detection information on performance degradation, etc., for example:
· The AI/ML Enablement Consumer (e.g. ADAE Server) uses the ML model for generate analytics, the consumer can detect the ML model performance through the analytics accuracy based on the usage result of the analytics.
· The AI/ML Enablemet Consumer (e.g. VAL Server) uses the ML model for application operations (e.g. inmage recognition, control moving and operations of robots for smart factory, cargo sorting and logistics route planning), the consumer can detect the ML model performance based on the operation outputs.
This paper proposes to solve the EN and add the procedure on consumer-based ML model performance degradation detection.
2. Reason for Change
To support AI/ML model lifecycle management for ML model re-training and update when model performance degradation, detection of ML model performance degradation is required. Study on mechanisms to support consumer-based ML model performance degradation detection is needed.
3. Conclusions
This pCR proposes to update solution#12 on ML model performance degradation detection.
4. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82 V0.3.0.


* * * First Change * * * *
[bookmark: _Toc161046044]8.12	Solution #12: AI/ML model lifecycle management
[bookmark: _Toc161046045]8.12.1	Solution descriptionDescription on AI/ML Model Lifecycle Management
This solution addresses Key Issues #1 and #6. The solution provides a procedure to support AI/ML model lifecycle management for ML model re-training and update when model performance degradation is observed by AI/ML Enablement. The solution also supports using an existing model to re-train the model using Transfer Learning. Additionally, if the degraded model is related to other models due to e.g., Transfer Learning, the AI/ML Enablement may trigger the update of those related models as well.
Figure  8.12.1-1 depicts the procedure where the AI/ML Enablement capability can trigger model update upon detecting model performance degradation.
Pre-conditions:
1. The AI/ML Enablement Server has provided a ML model to the AI/ML Enablement Consumer.
2. The AI/ML consumer may indicate to the AI/ML Enablement Server that the performance degradation will be detected by the consumer based on its local configuration.



Figure 8.12.1-1: Support for AI/ML model lifecycle management
0. The AI/ML Enablement Consumer detects a performance degradation of the AI/ML model and report it to the AI/ML Enablement Server in a notification that includes the ID of the model.
Editor's Note: How the AI/ML Enablement Consumer detects the performance degradation is FFS
Editor's Note: What additional parameters are included by the AI/ML Enablement Consumer in the performance degradation notification is FFS.
1.	The AI/ML Enablement Consumer sends AI/ML model update request to the AI/ML Enablement Server that includes the ID of the model.
2.	The AI/ML Enablement Server determines that an update of the AI/ML model is required. 
2.	3.	The AI/ML Enablement Server fetches the ML model information from the ML Model and Data Repository. The AI/ML Enablement Server may also perform ML model discovery to determine whether an existing ML model stored by the ML Model and Data Repository can be used to train the new model (e.g., using Transfer Learning).
The AI/ML Enablement Server can also discover models that are related due to Transfer Learning or the use of the same training data, to identify additional models that may require an update.
3.	4.	The AI/ML Enablement Server performs ML model re-training, which corresponds to the ML model training procedure as described in other solutions in the TR.
If the degraded model is linked to other models (e.g., due to Transfer Learning, or the same training data has been used), the AI/ML Enablement Server may trigger the re-training and update of those related models as well.
4.	5.	The AI/ML Enablement Server provides the updated ML model to the AI/ML Enablement Consumer either by sending it directly, or by providing information to retrieve it from the ML Model and Data Repository.

* * * Next Change * * * *
8.12.2	Consumer-based ML Model Performance Degradation Detection


Figure 8.12.2-1: Consumer-based ML Model Performance Degradation Detection
This procedure corresponds to the step 0b in clause 8.12.1.
0. An ADAE Server, as an AI/ML Enablement Consumer, receives trained ML model (or ML model information) from the AI/ML Enablement Server.
1. The ADAE Server receives request from consumer for analytics, generates analytics by using the ML model provided by AI/ML Enablement Server, and responses/notifies to the consumer with the required analytics. 
2. The ADAE Server requests the consumer to feedback usage result of the analytics.
3. The consumer uses the analytics for its operations and collects operation results. Performance degradation may be found from the operation results. The performance degradation may cause by e.g. insufficient analytics accuracy, or the current analytics cannot fulfill the changed conditions at the consumer.
4. The consumer feedbacks the usage result of the analytics to the ADAE Server.
5. The ADAE Server updates the analytics accuracy based on feedback information from the consumer, and checks the performance of the ML model, which is used to generate the analytics, e.g. performance degradation of the ML model.
Editor’s Note: Whether and how ADAE is a functional entity capable of detecting model performance degradation is FFS.
If the AI/ML Enablement Consumer is e.g.VAL Server, similar procedure as shown in Figure 8.12.2-1 be performed for detecting of ML Model performance, by replacing "analytics" with e.g. "operation instructions".

* * * Next Change * * * *
[bookmark: _Toc161046046]8.12.23	Architecture Impacts
The application enabler layer architecture impacts are the following:
-	AI/ML Enablement Server is introduced to support AI/ML model lifecycle management.
-	AI/ML Enablement Consumer is introduced to consume AI/ML Enablement Server services.
-	AI/ML Enablement Consumer is introduced to detect ML model performance degradation.
-	The ML Model and Data Repository is introduced to store the ML models and training data.

* * * Next Change * * * *
[bookmark: _Toc161046047]8.12.34	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
This subclause provides a summary on the corresponding API for solution #12.
-	Feedback usage result of analytics API (request-response or subscribe-notify model; API provider: Analytics Consumer; known consumers: VAL Server, ADAE Server; corresponding to steps 2 and 4 in clause 8.12.2).

* * * Next Change * * * *
[bookmark: _Toc161046048]8.12.45	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
This solution addresses Key Issues #1 and 6 and introduces procedures to support AI/ML model lifecycle management for ML model re-training and update when model performance degradation is detected. The solution supports using an existing model to re-train the model using Transfer Learning. This solution is feasible and doesn't introduce any dependency to 3GPP network systems.

		*** End of Changes ***
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