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1. Introduction
HFL and VFL share commonalities in that data privacy is preserved. However, HFL and VFL training differs in that the same ML model is used by all HFL clients while for VFL training, VFL clients and server use a split ML model – VFL clients for different data domains train with different models from each other and the VFL server manages an output model incorporating intermediate results from the VFL clients (see Figure 1). In the figure below, there are 3 data domains (Clients 1, 2, and 3) that each train with their own models, which are different from each other. The VFL server manages an output model that integrates intermediate results from each of the VFL clients. During training, intermediate results (e.g. embeddings) are sent from the VFL clients to the VFL server. The VFL server sends gradients to the individual VFL clients to update the client model parameters. In AIMLAPP, the server model may be managed by the AIML enablement server on behalf of the VAL server.
To contrast with VFL training, HFL training consists of HFL clients training with the same model and updating the HFL server with model parameters. The HFL server aggregates the model parameters and sends the updated model parameters to HFL clients for the next round of training. 
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Figure. Vertical Federated Learning example [1]
[1] Building a Cloud-Native Architecture for Vertical Federated Learning on AWS | AWS Partner Network (APN) Blog (amazon.com)
Due to the differences in the training between HFL and VFL, the following procedure describes HFL training separate from the VFL procedure. 

2. Reason for Change
Introduce  Key Issue #3 solution to support horizontal federated learning training procedure. 
3. Proposal
It is proposed to agree the following changes to 3GPP 23.700-82 V0.3.0.

[bookmark: _Hlk161847145]*** First change – all new text ***
[bookmark: _Toc160785416][bookmark: _Toc151544884][bookmark: _Toc510696599][bookmark: _Toc35971391][bookmark: _Toc128732967]
[bookmark: _Toc160785430]8.x	Solution #y: Horizontal Federated Learning training 
[bookmark: _Toc464463366][bookmark: _Toc475064960][bookmark: _Toc478400631][bookmark: _Toc7485786][bookmark: _Toc78314760][bookmark: _Toc160785431]8.x.1	Solution description
The following clauses specify procedures, information flows, and APIs for Key Issue #3 to support horizontal federated learning training procedure. 


[bookmark: _Hlk162955645]Figure 8.18.2-1: Procedure for HFL training
1. A VAL server makes a request for HFL training. The request includes: AIML model and model parameters, a model parameter aggregation function, dataset requirements (e.g. list of features and minimum number of data samples), a list of AIML clients (or AIML client set identifier) to perform the training, number of training rounds, minimum number of AIML clients per round, and notification settings.
2. The AIML enablement server authorizes the request.
3. The AIML enablement server sends a response to the consumer with a status of the request and a training identifier to track the training status.
4. The AIML enablement server sends a HFL training request to AIML enablement clients. The HFL training request includes AIML model and model parameters, a list of features and the minimum number of data samples for the training, and an operational schedule.
5. Each AIML enablement client performs local training using the configured AIML model and model parameters and local data for the specified number of samples according to the operational schedule. If the AIML enablement client is not able to perform the local training, the procedure skips to step 6.
6. Upon training completion or due to errors in operation, each AIML enablement client sends a HFL training response to the AIML enablement server. The response includes a status of the request, the updated model parameters, information about the training data such as age and size, the elapse time of the training, errors that were encountered during training, and a timestamp.
7. If the AIML enablement server is capable, the AIML enablement server aggregates the model parameters from all the AIML enablement clients and updates the global model parameters. Steps 4 to 7 may be repeated for the configured number of training rounds. If the AIML enablement server is not capable of performing model parameter aggregation, the procedure skips to step 8.
8. The AIML enablement server sends a HFL training notification to the VAL server. The notification includes updated model parameters (either aggregated model parameters for the global model or individual model parameters from the client models), elapse time(s) of model training, and a list of errors encountered during training.

[bookmark: _Toc160785432]8.x.2	Architecture Impacts
Editor's note:	This clause provides the architecture impacts of the solution and possible new SA6 capabilities and interfaces.
[bookmark: _Toc160785433]8.x.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc532993748][bookmark: _Toc78314761][bookmark: _Toc160785434]8.x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.


*** End of Changes ***
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