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1. Introduction
This contribution proposes a new KI for supporting the discovery of digital users / avatars in localized mobile metaverse services.
2. Reason for Change
The metaverse is an open, shared, and persistent virtual world that offers access to the 3D virtual spaces, solutions, and environments created by users. The metaverse is a digital reality that combines aspects of social media, online gaming, augmented reality (AR), virtual reality (VR), and cryptocurrencies to allow users to interact virtually. As the metaverse grows, it will create online spaces where user interactions are more multidimensional than current technology supports. Instead of just viewing digital content, users in the metaverse will be able to immerse themselves in a space where the digital and physical worlds converge.
Some key differentiating factors between Extended Reality (XR) and Metaverse is that everything the user creates and owns in the metaverse is his asset, whether it is a piece of virtual real estate or an artifact. The metaverse confers the privileges of complete ownership on users. Moreover, the persistency factor is very important since even if a user exits the metaverse, the digital avatar would still be in the metaverse. It would run normally with other users engaging and interacting with the metaverse.
For the use cases defined in SA1 Rel-19 study on mobile metaverse services, there are some issues related to how the digital devices are instantiated and onboarded to telco platforms (supporting mobile metaverse services) and how a digital device discovers other digital devices within the mobile metaverse service.
Additionally, in mobile metaverse scenarios there can be multiple sessions involved. The figure below shows an example of possible sessions for a mobile metaverse service. 


Figure  x example use case for multiple sessions in mobile metaverse service
There can be multiple multimodal sessions considering: 
1) the interaction between the UE in the physical world and the digital UE at the metaverse (e.g., for providing sensor data/measurements and getting multimodal feedback)
2) interaction between digital UEs (or avatar UE) interacting at the metaverse world. Such avatars can be hosted in the same or different edge/cloud platforms or at the ASP domain. 
3) interaction between UE1 and UE2 via the network (which are in vicinity in metaverse but can be far away and served by different RATs/networks) for transactions between the UEs within the metaverse session. For example, a certain payment for a microtransaction or a certain action of user 1 to be perceived to user 2 in physical world.
4) interaction of metaverse server with the UE1 and UE2 avatars to configure the interactions for the metaverse service and provide the digital environment as well as to provide ASP policies for the interactions.
Considering the above points, this Key Issue aims to study:
· How to support the discovery and grouping of digital/avatar and physical UEs so as to interact via the mobile network?
· How to configure the application QoS parameters for the multimodal sessions within meta service?
· How to configure and coordinate the QoS for the sessions within meta service to ensure meeting the end-to-end QoS/QoE?

3. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-21 v0.1.0.


* * * First Change * * * *
[bookmark: _Toc153434259]4.x	Key issue #x: Support for avatar discovery and QoS control
[bookmark: _Toc153434260]4.x.1	Description
[bookmark: _Toc153434261]Mobile Metaverse brings a new dimension to XR/VR services (since meta is about a persistent large-scale virtual interactive experience, where the digital assets are owned or deployed by the end users); and requires enhancements to 3GPP systems to ensure connectivity /performance and provide support. 
Two relevant use case as described in TS 22.156 are about the 1) Mobile Metaverse Based Selective Multi-modal Feedback Service and 2) Mobile Metaverse for 5G-enabled Traffic Flow Simulation and Situational Awareness. For instance, for the latter use case, to support traffic flow simulation and situational awareness service, the 5G network need to provide low latency, high data rate and high reliability transmission, and in addition, the 5G network may also need to be further enhanced to meet the service requirements for 5G-enabled traffic flow simulation and situation awareness. Meanwhile, in addition to the real objects which may host the UE, their corresponding virtual objects are also capable of interacting with each other and interact with physical objects via 5GS.
For such scenarios, there are some issues related to how the digital devices are instantiated and onboarded to edge/cloud platforms (supporting mobile metaverse services) and how a digital device discovers other digital devices within the mobile metaverse service.
Furthermore, in mobile metaverse scenarios there can be multiple sessions involved. The figure below shows an example of possible sessions for a mobile metaverse service. 



Figure 4.x.1-1 example use case for multiple sessions in mobile metaverse service
There can be multiple multimodal sessions considering: 
1) the interaction between the UE in the physical world and the digital UE at the metaverse (for providing sensor data/measurements and getting multimodal feedback) (green and blue links).
2) interaction between digital UEs (or avatar UE) interacting at the metaverse world. Such avatars can be hosted in the same or different edge/cloud platforms or at the ASP domain. 
3) interaction between UE1 and UE2 via the network (which are in vicinity in metaverse but can be far away and served by different RATs/networks) for transactions between the UEs within the metaverse session. 
4) interaction of metaverse server with the UE1 and UE2 avatars to configure the interactions for the metaverse service and provide the digital environment as well as to provide ASP policies for the interactions.
Such multitude of sessions (with different traffic requirements) within the same service poses some issues related to how QoS is being monitored and coordinated considering the end-to-end mobile metaverse service requirements.
4.x.2	Open issues
This Key Issue aims to study:
· How to support the discovery and grouping of digital/avatar and physical UEs so as to interact via the mobile network?
· How to monitor and configure the application QoS parameters for the multimodal sessions within meta service?
· 
NOTE: Coordination with FS_XRApp may be required for the QoS aspects impacting the multimodal sessions
* * * End of Change * * * *
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