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1. Introduction
This contribution proposes a new solution to KI #2 on new analytics related to DN energy efficiency.
2. Reason for Change
Key Issue #2 bullet f states that:
Whether and how new analytics are required to be generated by ADAE layer using AI/ML methods? This includes but is not limited to support for: XR applications, energy optimization, VAL server- to-VAL server performance analytics (e.g., related to latency, bandwidth, response time, etc.)?
Such new analytics service can be about energy-related analytics for edge/cloud resources and e2e sessions  (SA2 is investigating as part EnergyServ energy related analytics from network side). This paper proposes a solution to support the energy analytics for a given DNN/DNAI using inputs from both the network side as well as OAM and VAL servers. 
This solution allows predicting possible high energy consumption for a given edge platform and may be used to trigger EAS/VAL server migrations to ensure energy sustainability for application services.
3. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-82 v0.2.0.


* * * First Change * * * *
[bookmark: _Toc151544884]8.x	Solution #x: ADAES support for AI-enabled DN Energy Analytics
[bookmark: _Toc464463366][bookmark: _Toc475064960][bookmark: _Toc478400631][bookmark: _Toc7485786][bookmark: _Toc78314760][bookmark: _Toc151544885]8.x.1	Solution description
In the edge scenarios, the energy consumption for EDN can be due to the EES/EAS vCPU usage, the API invocations (for edges services produced or consumed by the EDGE platform) and other energy consumptions (e.g HW/NFVI layer). Some of this part can be fixed; however, lots of the processing is analogous to the application services which require edge computing services for the communication of application traffic over 5GS. So, by knowing the predicted/expected application service consumption and impact to the edge platform for a given area and time would be useful for triggering actions to maintain energy consumption low while not sacrificing the agreed application service performance (based on the SLAs). 
This solution introduces a logical functionality at the ADAES to provide analytics on the DN energy consumption /efficiency. The DN energy analytics is performed per DNN/ DNAI and may be used to trigger the application server migration to different cloud. The analytics are based on NWDAF analytics and UPF/DN measurements on user plane load as well as edge/app side measurements on the energy consumption.
Figure 8.x.1-1 illustrates the high-level procedure for this solution.


Figure 8.x.1-1 Procedure for DN Energy Analytics
1. The Consumer (e.g., VAL server, EAS) requests ADAES to perform analytics on the DN Energy Consumption/Efficiency for one or more DNs/EDNs, Event ID= “DN energy analytics”, for a given DN service area (or subarea) and a given time window.

2. ADAES authorizes the request and initiates the collection of network usage data from the underlying 3GPP network; and in particular for the corresponding UPFs/DNAIs. Such data can include:
· traffic usage report from UPF – per DNAI or per DNN. Report of user plane traffic in the UPF for the accumulated usage of network resources (see TS 29.244).
· traffic usage report from N6 endpoint at DN side. Report of user plane traffic per DNAI for the accumulated usage of network resources.
· UPF load analytics from NWDAF (see TS 23.288), including UPF resource usage and load stats or predictions.
· energy consumption stats from OAM.
· DN Performance analytics from NWDAF (see TS 23.288) and in particular the per DNAI performance predictions/statistics for the target DNAIs.

3. ADAES may also request from the EAS /VAL servers hosted at the target DN, expected application service load and traffic schedules for the ongoing or future sessions within the area. 

4. ADAES receives from the EAS /VAL servers hosted at the target DN, expected application service load and traffic schedules as requested. Such data include traffic schedule report for the VAL Server (accumulated usage of schedules for all apps provided by the app server at a given area; or application traffic usage or load report per App Server or per Application Service).

5. ADAES may also obtain edge load/usage data which are internal to the edge platform (e.g. present at an edge database). 

6. ADAES after receiving load/usage data and energy consumption data for one or more DNs/EDNs, it receives the corresponding trained ML model (e.g. from MTME functionality) and performs analytics to derive the predicted energy consumption at the target area and time horizon. The analytics outputs can be the predicted energy consumption / efficiency for the given DNN/DNAI.

7. ADAES sends the predictions data to the consumer.
Following step 7, the consumer can use these analytics as input to trigger pro-actively, for example:
· an application server migration to a different edge cloud or to a centralized cloud as a way of reducing the energy consumption for the edge (if consumption is expected to be very high (e.g. higher than a pre-configured threshold)).
· an application server offboarding and the instantiation of a new server at the target edge/centralized cloud to minimize energy consumption of the edge platform (taking into account the system wide energy efficiency).
[bookmark: _Toc151544886]8.x.2	Architecture Impacts
The architecture impacts are mainly the enhancement of ADAES to support an additional analytics service for DN energy analytics.
[bookmark: _Toc151544887]8.x.3	Corresponding APIs
Editor's note:	This clause provides the corresponding APIs for supporting the solution.
[bookmark: _Toc532993748][bookmark: _Toc78314761][bookmark: _Toc151544888]8.x.4	Solution evaluation
Editor's note:	This clause provides an evaluation of the solution. The evaluation should include the descriptions of the impacts to existing architectures.
* * * End of Change * * * *
Mapping of solutions to key issues
Table 8.1-1: Mapping of solutions to key issues
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