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1. Introduction
This contribution introduces a Key Issue to support Federated Learning in the application enablement layer.

2. Reason for Change
Proposes a Key Issue for support of Federated Learning.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-82. 
* * * First Change * * * *

5.X 
Key issue #X: Support for Federated Learning
There are many aspects to federated learning and communications between FL servers and FL clients are critical to successful FL operations. FL servers perform management of FL operations by maintaining and updating a global ML model, selecting and managing FL clients, performing aggregation strategies, scheduling training in a federated manner, and communicating with FL clients. FL clients provide various aspects of data for FL operations, such as data collection, data preparation, and using data for training and/or inferencing while communicating updates of ML models to FL servers.
A FL server in the cloud (e.g. VAL server, ADAE server) or edge network (e.g. EAS) may select UEs in a particular area of interest and having the desired capabilities to act as FL clients for FL operations. UEs selected for FL operation need to be capable of performing FL operations by collecting and processing data for training and/or inferencing. The data must match the requirements of the ML model and the UEs must be able to communicate model parameter updates to the FL server. When UEs are mobile, the FL server may need to dynamically add/remove UEs from the FL group. Therefore, support at application enablement layers are needed to enable such FL operations.
This key issue will study:

-
How to support federated learning at application enablement layers?

-
How to support the scheduling of communications between FL servers and FL clients?

-
How to support data collection for FL operations while preserving data privacy?
-
How to support the discovery and selection of FL clients for FL operations (e.g. training)?

-
How to support the communication of data preparation requirements to FL clients?

-
How to support the management of FL groups during FL operations (e.g. training)?

-
How to support federated learning hyperparameter optimizations?

Alternatives:

-
How can the application enablement layer provide support for FL operations, such as the discovery and selection of UEs as FL clients, managing the group of FL clients, data collection at UE for FL operations, monitoring and managing the training process?

-
How can the application enablement layer assist the communication between the FL server (e.g. VAL server, EAS, ADAE server) and FL clients (e.g. UEs) for FL operations, such as the scheduling of model upload and download, communicating the requirements for data preparation?

