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1. Introduction
This pCR proposes a new key issue for AM/ML.
2. Reason for Change
Federated Learning (FL) is a machine learning technique that enables multiple FL clients to train a model by exchanging the parameters instead of exchanging/sharing local data set. In this way, the requirements of user privacy protection and data security can be met. For horizontal federated learning, the parameters are uploaded to one server. One example is that the FL clients are at the VAL UE side and the FL server is at the edge platform. Another example is that the FL clients are at the edge platforms and the FL server is at a centralized cloud. For vertical federation learning, parameters are exchanged among FL clients.
This key issue will study:
-	whether and how the FL server (e.g., the cloud, the edge) discovers and selects FL clients (e.g., the edges, the UEs) to participant in an FL procedure?
-	whether and how the FL server (e.g., the cloud, the edge) requests FL clients (e.g., the edges, the UEs) to do local model training and to report local model parameters?
-	whether and how the FL server (e.g., the cloud, the edge) generates global ML model by aggregating parameters and sends the global ML model back to FL clients (e.g., the edges, the UEs)?
-	Whether and how to verify the parameters obtained by the FL server (e.g., the cloud, the edge) from the FL client (e.g., the edges, the UEs)?
-	Whether and how to solve the asynchronous nature of FL client parameter reporting, for example, whether and how the FL server performs the parameter aggregation when some clients have already reported the training parameters while other report delayed?
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 23700-82.


* * * First Change * * * *
[bookmark: _Toc122563636][bookmark: _Toc104797317][bookmark: _Toc104878314][bookmark: _Toc95120569][bookmark: OLE_LINK1]5.X	Key issue #X: Support for federated learning 
Federated Learning (FL) is a machine learning technique that enables multiple FL clients to train a model by exchanging the parameters instead of exchanging/sharing local data set. In this way, the requirements of user privacy protection and data security can be met. For horizontal federated learning, the parameters are uploaded to one server. One example is that the FL clients are at the VAL UE side and the FL server is at the edge platform. Another example is that the FL clients are at the edge platforms and the FL server is at a centralized cloud. For vertical federation learning, parameters are exchanged among FL clients.
This key issue will study:
-	whether and how the FL server (e.g., the cloud, the edge) discovers and selects FL clients (e.g., the edges, the UEs) to participant in an FL procedure?
-	whether and how the FL server (e.g., the cloud, the edge) requests FL clients (e.g., the edges, the UEs) to do local model training and to report local model parameters?
-	whether and how the FL server (e.g., the cloud, the edge) generates global ML model by aggregating parameters and sends the global ML model back to FL clients (e.g., the edges, the UEs)?
-	Whether and how to verify the parameters obtained by the FL server (e.g., the cloud, the edge) from the FL client (e.g., the edges, the UEs)?
-	Whether and how to solve the asynchronous nature of FL client parameter reporting, for example, whether and how the FL server performs the parameter aggregation when some clients have already reported the training parameters while other report delayed?
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