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1. Introduction
As the NSCE is part of application enabler/SEAL, but does not have a database to store specific slice events and can use ADAES in creating network slice diagnostics reports.
2. Reason for Change
The vertical/ASP using the VAL server has estimated bad QoE for a mobile user or service – either reported from a mobile user or service or detected by application. The VAL server has identified there is specific event where the application has experienced service degradation (reported errors from VAL client for degraded service (bad quality), reported errors from application (downgrade of communication, detected communication errors). There was application fallback due to network slice communication service timeout. NSCE can assist with deriving specific about the observed events with the help of ADAES.
4. Proposal
New specific procedure, information flows and APIs via which the vertical/ASP can request and receive respective information on experienced service degradation.
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* * * First Change * * * *
[bookmark: _Toc125659801]9.x	Network slice diagnostics
[bookmark: _Toc125659802]9.x.1	General
Network slice diagnostics provides possibility for the vertical/ASP using VAL server to receive information about the specific event(s) related to service experience. The vertical/ASP using the VAL server has estimated bad QoE for a mobile user or service – either reported from a mobile user or service or detected by application and can initiate a check with NSCE. The NSCE server can provide details related to the identified event.
[bookmark: _Toc125659803]9.x.2	Procedure
[bookmark: _Toc129275658]9.x.2.1	Network slice diagnostics procedure
In the procedure shown in Figure 9.x.2.1-1, a mechanism is provided to allow for vertical/ASP using VAL server to initiate request for network slice diagnostics and receive all the relevant information about specific events.
Pre-conditions:
1.	Enterprise hosting the VAL server has SLA for slice services with NSCE service provider.
2. 	The VAL server has subscribed to the network slice capability enablement server managing slice services.
3. The NSCE server has initiated monitoring and gathering statistical data about its managed slices from ADAES.
3.	The VAL server has identified there is specific event where the application has experienced service degradation (reported errors from VAL client for degraded service (bad quality), reported errors from application (downgrade of communication, detected communication errors).


Figure 9.x.2.1-1: Network slice diagnostics procedure
1. The VAL server sends to NSCE server a network slice diagnostics request containing information about detected service degradation. 
2.	NSCE server determines which specific statistics to request from ADAES based on the indicated service degradation. If the service degradation is related to detected communication error, then slice usage pattern statistics are needed. If bad quality is reported from the VAL client slice-specific application performance statistics are needed. NSCE server collects the needed statistics based on the procedures described in TS23.436.
[bookmark: _Hlk126078399]3.	Based on the received statistics information and input from VAL server, the NSCE server corelated data and prepares network slice diagnostics report about the needed diagnostics.
4. NSCE server sends network slice diagnostics reply to VAL server.
[bookmark: _Toc107934745][bookmark: _Toc129275631]9.x.3	Information flows
[bookmark: _Toc107934733][bookmark: _Toc129275632]9.x.3.1	General
The following information flows are specified for Network slice diagnostics:
-	Network slice diagnostics request and response
[bookmark: _Toc129275633]9.x.3.2	Network slice diagnostics request and response
Table 9.x.3.2-1 and Table 9.x.3.2-2 describe information elements for the network slice diagnostics request and response between the VAL server and the NSCE server.
Table 9.x.3.2-1: Network slice diagnostics request
	Information element
	Status
	Description

	VAL information
	M
	The information of the VAL server.

	Network Slice Diagnostics ID
	M
	Identifier of the network slice diagnostics.

	Service degradation type
	M
	The information of service degradation.

	> VAL service identity
	M
	Identifier of the VAL service to be monitored.

	>ErrorsList
	M
	The list of registered errors by VAL server.

	>> ErrorName
	M
	The name of the reported error: detected communication error; RTT above limit; QoS downgrade.

	> Network slice related Identifier(s)
	M
	Identifier(s) of the network slice to be checked.

	> UE(s) related Identifier(s)
	O
	Identifier(s) of the related UE(s).

	Area of interest
	O
	The geographical or service area for which the requirement applies

	>StartTime
	M
	The start time point of the registered service degradation.

	>EndTime
	M
	The end time point of the registered service degradation.



Table 9.x.3.2-2: Network slice diagnostics response
	Information element
	Status
	Description

	Result
	M
	Indicates the success or failure of network slice diagnostics request.

	> Network slice Diagnostics ID
	O
(see NOTE 1)

	Identifier of the network slice diagnostics.

	>StartTime
	O
(see  NOTE 1)

	The start time point of the available data for network slice service degradation.

	>EndTime
	O
(see  NOTE 1)

	The start time point of the available data for network slice service degradation.

	>Data type
	O
(see  NOTE 1)

	The type of the reported data samples (UE data, network data, application data).

	>Data output
	O
(see  NOTE 1)

	The reported data related to the reported error(s) in the network slice diagnostics request.

	>Cause
	O
(see  NOTE 2)

	Indicates the cause of the network slice diagnostics request failure.

	NOTE 1:	Shall be present if the result is success. 
NOTE 2:	Shall be present if the result is failure.



[bookmark: _Toc129275636]9.x.4	APIs
[bookmark: _Toc107934739][bookmark: _Toc129275637]9.x.4.1	General
Table 9.x.3.2-1 and 9.x.3.2-2 illustrate the API for network slice diagnostics.
Table 9.9.4.1-1: List of APIs for the network slice diagnostics feature
	API Name
	API Operations
	Known Consumer(s)
	Communication Type

	SS_NSCE_Network Slice Diagnostics
	Network Slice Diagnostics
	VAL server
	Request / Response


[bookmark: _Toc113356734][bookmark: _Toc129275668]9.x.4.2	SS_NSCE_Network_Slice_Diagnostics
[bookmark: _Toc113356735][bookmark: _Toc129275669]9.x.4.2.1	General
API description: This API enables the VAL server to communicate with the network slice capability enablement server for requesting network slice diagnostics over NSCE-S.
[bookmark: _Toc113356736][bookmark: _Toc129275670]9.x.4.2.2	Network_Slice_Diagnostics
API operation name: Network_Slice_Diagnostics
Description: Request for Network_Slice_Diagnostics to the NSCE server and receiving a response / result.
Known Consumers: VAL server.
Inputs: See table 9.x.3.2-1.
Outputs: See table 9.x.3.2-2.
* * * End of Changes * * * *
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