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1. Introduction
A typical deployment of an application with edge support may follow a three level application architecture,  user-level, edge-level, and cloud-level (Developing software for multi-access edge computing, ETSI White Paper 20, 2019). In scenario, where the edge server is overloaded, the part which is complex but less susceptible to delays can be offloaded to the cloud. The low-complexity part which is latency-critical can be efficiently done by the computation near the user at edge-level. The cloud-level may have a CAS that is connected to the user and edge.. The three level application is predominant in haptics applications that require remote robot control. As mentioned in 3GPP TR 22.874 clause 5.4, a mobile remote can make early predictions when supported by an edge for split control. Due to network failure/latency issues, a mobile robot may not receive control signals due to network failure/latency issues. This can serve the stringent latency requirements of tactile applications. The edge infrastructure predicts the control signals in advance using an inference mechanism at the edge. 

2. Reason for Change
As per the MEC app development (ETSI White Paper  20), an application may follow a three level architecture: user-level, edge-level, and cloud-level. Mission critical applications (latency critical) require continuous support from the edge. However, if they completely offloaded to the cloud (far location), there may certain delays and will not meet the KPIs of the application. Therefore, in scenarios where the edge server is overloaded, the part which is complex but less susceptible to delays can be offloaded to the cloud. The low-complexity part which is latency-critical can be efficiently done by the computation near the user at edge-level. This way, the edge will support the critical part and transfer the less suceptible part to cloud instead of transferring the complete application to the cloud. To support this  requirement three level architecture, the EDGEAPP  architecture shall support simultaneous connectivity and enablement of the application  with the user, edge, and cloud. Application Function communicates with the 5G Core to steer the traffic to the edge. However, in three level edge intelligence applications such as haptics applications, both cloud and edge should always be enabled. All the traffic from the UE may go through the edge servers to the remote cloud and vice-versa. 
3. Conclusions

The simultaneous connectivity of UE, EAS, and CAS and application enablement shall be supported by 3GPP EDGEAPP enablement architecture to support various use-cases.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23700-98 v1.0.1.
* * * First Change * * * *

<Proposed change in revision marks>
4.23
Key issue #23: Simultaneously EAS, CAS, and AC connectivity for three level applications
An application can be designed with specific intent toward running some  components at the edge to get the benefit of edge. In scenario, where the edge server is overloaded (clause 6.5.1 Condition 4), the part which is complex but less susceptible to delays can be offloaded to the cloud. Also, certain use-cases involving split operation may require support of edge and cloud server both. The low-complexity part which is latency-critical can be efficiently done by the computation near the user at edge-level.  This results in a new application model with three components running at three levels; user-level, edge-level, and cloud-level. For example, an application for  remote robot control with a split control mechanism, require a three level architecture involving a component running at the edge. The controlling can be split between the edge and the cloud server. In case the robot fails to receive the optimal control from the “remote control part” at cloud control server due to communication delays or packet loss, the edge-server can approximate the “remote control part” using previous pre-computed feedback matrices. The approximation will still enable the robot to perform feedback control for the tasks approximately and ensure that the robot can still operate for certain duration. 

Therefore, the EDGEAPP architecture should support such use cases by enabling simultaneous connectivity among AC, EAS, and CAS. 

This key issue is to support applications with components split at user, edge, and cloud requiring simultaneous control and data plane enablement. A detailed study is required to enable synchronization  between AC, EAS, and CAS, covering the following open issues:

1.
 How to detect that application is required to be split between EAS and CAS other than received from application layer

2.
 How to decide that the  application is required to be split between EAS and CAS.

3.
 How to perform the  application  component transfer from the EAS to CAS in case of split operation
4.
What are the potential impacts on the Edge Enabler Layer when split operation is triggered in case:
· Both the components are executing at EAS. Then EAS split operation is triggered from EAS for CAS discovery/selection/ and split component transfer.
· Both the components are executing at CAS. Then split operation is triggered from CAS, when at least critical part is supported at EAS  and split component  transfer (to EAS).
· One component is running at edge and another at cloud, application component  transfer of edge to cloud.
· One component is running at edge and another at cloud, application component  transfer from cloud  to edge.
· The application decides to run latency critical  component at edge and complex part at cloud.
4.x
Key issue #x: <title>

This clause describes the key issue with a suitable title. Please provide a high-level description of the key issue along with a list of open issues.
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