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1. Introduction
The MC service system should be corrected to MC system.
2. Reason for Change
The MC system is defined in TS 23.280 but many places in this TR use MC service system instead.
3. Conclusions

Change all MC service ssytems to MC systems.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.783 v1.9.0.
* * * First Change * * * *

6.1.1.1
General

This solution addresses key issue 5 on APN. For an adequate solution of key issue 5, investigations and relevant adjustments for the area of QoS model are also considered. 

Hence, the present document describes the difference is required by 3GPP TR 23.793 between 4G EPS and 5GS in the context of:

-
EPS bearers versus 5G PDU sesssion;

-
Comparing the resouce control models and related QoS treatment;
-
APN allocation

-
Secondary authentication by DN-AAA server.

With 5GS, the perspective changes to the service-based architecture approach. The resulting functions are addressed using reference points and support the control and monitoring of the user transport services. With this realignment in mind, adjustments are also required in the interaction between the MCX service system and the 3GPP system in the 5GS context.

Hence, the following discource evaluates the differences between the EPS and 5GS and resulting adjustments in the 3GPP MC system specifications. The following 3GPP Technical Specifications are included in the analysis:

-
3GPP TS 23.003 [7];

-
3GPP TS 23.401 [8];

-
3GPP TS 23.203 [9];

-
3GPP TS 23.501 [10];

-
3GPP TS 23.502 [11];

-
3GPP TS 23.503 [12]; and
-
3GPP TS 33.501 [13].
* * * Next Change * * * *

6.1.1.4
Changes to the functional architecture

The Application Functions in the context with the MC system issues specific requests that impact traffic steering e.g. QI handling for communication. The 5GS, in contrast to the EPC, uses the approaches based on service based architecture. Accordingly, the interaction between AF and PCF is being processed via the reference point N5.
* * * Next Change * * * *

6.1.1.7.3
Proposed new 5.2.7a.0 General
The MC system reference points SIP-1, http-1 and CSC-1 can be combined in 5GS using a single DNN as long it will not cause routing issues.
The MC service UE may use the following DNNs:

-
an MC services DNN for the SIP-1 reference point;

-
an MC common core services DNN for the HTTP-1 reference point; and 

-
an MC identity management service DNN for the CSC-1 reference point.

The value of each of these DNNs:

-
may differ or be the same;

-
may be the same as other non-MC services; and 
-
shall be made available to the UE either via UE (pre)configuration or via initial UE configuration (see subclause 10.1.1) on a per HPLMN and optionally also a per VPLMN basis.
The MC service UE may utilise DN access credentials as specified in 3GPP TS 23.501 [X] and 3GPP TS 33.501[Y] to access the external DNs identified by the applicable MC service DNN, the MC common core services DNN and the MC identity management service DNN.
If external DN access credentials are required, then they shall be made available to the MC service UE via initial MC service UE configuration (see subclause 10.1.1) on a per DN basis.

The DNNs defined within the present subclause can be of PDU session type "IPv4", "IPv6" or "IPv4v6" (see 3GPP TS 23.501 [X]). If a PDU session to a DNN defined within the present subclause is of type "IPv4v6" then the MC service client shall use configuration data to determine whether to use IPv4 or IPv6.
* * * Next Change * * * *

6.1.2
Solution evaluation

The proposed changes for the clauses 5.2.2, 5.2.7, 5.2.9, 7.3.1, and A.6 address the necessary adjustments for the area connectivity (DNN) and QoS in order to operate the MC system using the 5GS. Hence, it is proposed to agree the following changes to 3GPP TR 23.783 version 0.8.0.
* * * Next Change * * * *

6.3.1.2.1
Proposed new subclause 5.2.7.2.3
Considerations for the 5GS PDU session to the MC services DN 5.2.7.2.3.1 General 

5GS predefined 5QI sets shall be used, which are structured strictly according to Guaranteed Bit Rate (GBR) and non-Guaranteed Bit Rate (Non-GBR) and are identified with the QoS Identifier 5QI. Within the two categories GBR and Non-GBR, these differ according to latency, packet error rate, its scheduling priority and averaging window. The 5QI range between 128 and 254 may be used for operator-specific 5QI values (see list below).

-
[1 – 4]



value range for guaranteed bit rate QoS flows;

-
65, 66, 67


values for guaranteed bit rate QoS flows (assigned for MC services);

-
[71 – 76]


value range for guaranteed bit rate QoS flows;

-
[5 – 9]



value range for non-guaranteed bit rate QoS flows;

-
69, 70, 79, 80

values for non-guaranteed bit rate QoS flows (69 and 70 assigned for MC services);

-
[82 – 85]


value range for delay critical guaranteed bit rate QoS flows;

-
[128 – 254]

value range for Operator-specific 5QIs;

If available, a PDU session may simultaneously use 3GPP access and wireless non-3GPP access which is asscociated with a Multi-Access PDU. The correspoonding rules for the use of MA-PDUs in the MC system context shall be defined within the 5GC.

The 5GS PDU session model is also applicable for wireline access starting at the wireline access function according to 3GPP TS 23.501 [X].

The 5GS use of Allocation Retention Priority (ARP) is associated with an individual QoS flow as part of a PDU session and can be adjusted at any time.
* * * Next Change * * * *

6.3.1.2.8
Proposed new subclause 10.11.5.3
5GS related procedure
Pre-conditions:

-
All previous resource requests from the MC service have included a priority sharing information.
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Figure 10.11.5.3-1: Resource request including priority sharing information using 5GS
1.
The MC service server decides based on a request from the MC service client that the priority of an ongoing call must be adjusted.

2.
The MC service server requests a session update to the SIP core. This request will contain information of priority sharing.

3.
The proxy function in the SIP core sends a request to the PCF over N5 to request for modified priority. The request will include the priority sharing information over N5.

4.
The PCRF acknowledges the request.

5.
PCC updates the priority for the media flow c that contains the SDFs associated with the same priority sharing information. The priority is set to highest priority of the original priority among all the PCC rules among those SDFs that include the priority sharing indicator. No additional media flow is created. The corresponding default QoS flow priority is updated accordingly.

6.
The session update is forwarded to the MC service client.

NOTE 1:
The procedure defined above requires a PCC enhancement and is subject to implementation in 5GS and IMS and can therefore only be used if supported by 5GS and IMS.

NOTE 2:
If the 5GS and IMS does not support the priority sharing from MC system, no shared priority treatment applies, and a new media flow will be setup based on 5QI/ARP combination.
* * * Next Change * * * *

6.4.1.1
General

This solution addresses key issue 8 impacts of of 5GS network slicing to the MC system.

Network Slicing is a transport resource partioning concept that allows differentiated treatment depending on individual user requirements. A user may belong to different tenant types having different transport service requirements and corresponding subscriptions.
The following 3GPP Technical Specifications are included in the analysis:

-
3GPP TS 23.228 [14];

-
3GPP TS 23.501 [10];
-
3GPP TS 23.503 [12];

-
3GPP TS 29.513 [16];

-
3GPP TS 38.300 [17];
* * * Next Change * * * *

6.4.1.4
Network slicing allocation and resource control

5G NR supports QoS differentiation within a slice and resource isolation between slices [10]. Furthermore, a network slice may be available in the whole PLMN or in one or more Tracking Areas of a PLMN. Network slicing on a per slice instance, per DNN, or per both slice instance and DNN basis is as well applicable to resources control.

The Application Function (e.g. IMS, MC system etc.) [12] is able to influence UPF traffic routing also considering DNN, its network slice identification information and other potential identifiers. With receipt by the PCF, the PCF(s) transform(s) the AF requests into policies that apply to corresponding PDU sessions.

Further details can be found in 3GPP TS 23.501 [10]
It is intended to use IMS service profile information [18] for controlling the network slice allocation. For this purpose, the connection between IMS service (e.g. application identifier), IMS service profile, application provider and, if specified, the individual UE identification. If the individual UE identification is not specified, this may affect all UEs that have provisioned the application identifier in their subscription. It will result in an update of the network slice selection policy for the individual user or group of users. However, this will require also an update of the UE Route Selection Policy (URSP) to determine the association of the application to an established PDU session. The proposed use of an optional service type string can be used to distinguish between IMS signalling and IMS media. The services type media describes the different media types (Voice, Video etc.).
* * * Next Change * * * *

6.4.1.6
Assessment key issue 8 - gaps

How mission critical identities can be utilized across different mission critical 5GS network slices, e.g. MC IDs, MC service IDs, MC service group IDs, etc.

-
Network slicing tenant concept and the provisioning of S-NSSAIs are part of the 5GS subscription and is related to the corresponding DNN. One network slice and its S-NSSAI corresponds to one PDU session. A DNN allows to establish up to 8 PDU sessions. If MC service identities are required for the network slice determination the MC system may provide the relevant profile information to the NEF to associate the information in the PCF and to update the URSP. 
-
Network slicing is applicable to wireless and wireline networks and corresponding devices according to 3GPP TS 23.501. A mission critical device can be a 3GPP-compliant device (i.e. MC UE) or a non-3GPP-compliant device. Each MC device is able to utilize multiple DNNs and corresponding S-NSSAI simultaneously. 
How mission critical entities can be utilized across different mission critical 5GS network slices, e.g. group management, identity management, location management, etc.

-
The network slicing concept supports QoS and priority differentiation within a slice to the individual QoS flow of a user. Depending on the mission critical operator requirement the reference points applicable to mission critical service can be either (non-exhaustive):

1.
Within one DNN having different network slice up to the PDU session limitation;
2.
Multiple DNNs with/without network slices;

3.
Multiple DNNs with multiple network slices;

How the addressing of MC service client information can be realized across different mission critical 5GS network slices, e.g. location information reports, etc.

-
The AF (IMS/MC system) have to consider PDU session binding mechanism according to 3GPP TS 29.513 [16].

How synchronisation of mission critical signalling and media across different mission critical 5GS network slices can be realized, e.g. MCPTT to MCVideo, MCVideo to MCData, MCPTT to MCData, etc.
-
Session binding provides the management between the DNN, PDU session and related S-NSSAI identities.
-
The provision of MC service profile information to the NEF to align network slice selection rule as well as the URSP;

How security mechanisms across different mission critical 5GS network slices either with slice isolation or without can be realized, e.g. end-to-end encryption, etc.

-
Network slicing as network transport resource partitioning concept can be used for a multi-tenant approach and traffic isolation. The use of a network slice can be subject to network slice specific authentication and authorisation. The subject of end-to-end network slice encryption is not supported.

How scalability adaptions of the mission critical services provided over 5GS network slices can be realized, e.g. adding other mission critical services to the already used one, increasing or reducing performance of mission critical services, etc.
-
Generally, this is an engineering task that need to consider the estimated traffic and will result to requirements of guaranteed and aggregated maximum bitrate necessary for a network slice.

How the utilization of mission critical identities and information can be realized, e.g. location information, created during a temporal utilization of 5GS network slices.

-
Mission critical identities are used exclusively for identification within the service environment and their imapct on the 3GPP system is very limited. The use of a network slice can be subject to certain geographic restrictions within the 3GPP system. If it is desired to establish dependencies between MC service identities, MC service capabilities and the use of network slices, necessarily may be carried out at the application level.
* * * Next Change * * * *

6.4.2
Solution evaluation

This solution resolves the key issue #8 network slicing impact on MC system. The questions raised in key issue 8 partially address engineering/deployment topics as fundamental topics for the application of 5GS network slicing, and the present solution mainly addresses 5G system aspects and possible limitations. The use of network slicing is designed in such a way that it has no functional restrictions on other 5GS functions.

The potential use of network slicing, for example in 3GPP TS 23.280, need to be included in the clause that addresses transport resources and their management. The addressed gaps with system aspects have been discussed comprehensively and conclusively.

* * * Next Change * * * *

6.7.1
General
Until now, the focus has mainly been on the operation of the MC system and 3GPP system under the same trusted domain, where the MC system can be allowed to interact directly with relevant 5GS control plane functions. MC system including the SIP core can also be deployed to indirectly interact with relevant 5GC network functions using external exposure framework via Network Exposure Functions (NEF) in accordance with 3GPP TS 23.501 [10].
These two approaches then also differ in the use of the 5GS reference points having different capabilities provided to access relevant 5GC network functions. In the following, therefore, the aspect of indirect interaction approach from MC services/SIP core to 5GC network functions is specifically addressed.
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