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1. Introduction

This paper proposes the update for Architectural requirements .

2. Reason for Change

This paper proposes procedures of interaction between the NSCE server deployed inside the EDN and the centralized NSCE server which is outside the EDN to support the the cross-edge network slice service. This solution tries to solve the KI 12 and it may have impact on KI 1.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-99 v 0.5.0.
* * * First Change * * * *

6.X
Solution #X: Interaction between the centralized NSCE server and edge NSCE server.
6.X.1
Solution description

This solution aims at addressing the KI 12 and KI 1. It proposes procedures of interaction between the NSCE server deployed inside the EDN and the centralized NSCE server which is outside the EDN to support the the cross-edge network slice service. 

Figure 6.X.1-1 shows a hierarchical deployment of NSCE server. NSCE server 1 deployed in the PLMN with the service area covering the whole PLMN. NSCE server 2 and server 3 deployed in the EDN 2 and EDN 3  cover the service area 2 and service are 3 respectively. In such case, the interface between the NSCE servers is needed to handle the cross-edge slice requirement and information collection requirement.
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Figure X.1-3: Illustration of NSCE deployment
6.X.1.1
Handling cross-edge slice service
To provide the service across the edge DN managed by different edge NSCE server, the vertical do not need to communicate with edge NSCE server one by one, the centralized NSCE server could take the role of decomposing the requirement and then distributed to edge NSCE server. 

Pre-condition:

Slice 2 and slice 3 covering different edge coverage area are dedicated used by VAL A, but managed by different NSCE server and management system.
Slice 2 is managed by edge NSCE server 2 and its local management system. Slice 3 is managed by edge NSCE server 3 and its local management system.
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1a.
When the vertical server has the slice management requirement across the multiple NSCE server, it sends the request to centralized NSCE server, with network slice requirements. For example, the communication service creation with expected QoS and excepted coverage area, etc.

1b. When vertical server deployed in the edge, the slice management requirement across the multiple NSCE server, could be send to edge NSCE server then to the centralized NSCE server, with network slice requirements.
2.
After receiving the request, the centralized NSCE server checks that the user is authenticated and authorized, and filters the unauthorized requests, if any. If authenticated and authorized, the centralized NSCE server decompose the requirement that need to be decomposed, e.g. coverageArea, slice load .
3.  The centralized NSCE server distributes the decomposed requirement to edge NSCE server(s). Information about other EDGEs, such as coverage area, DNN information (if included), etc., should not be sent to other EDGEs.
4.
After authenticated, the Edge NSCE server(s) send out the requirement by triggering the slice management operation(s) of its local management system respectively.
5.
The edge NSCE server(s) sends results to centralized NSCE server.

6.
The centralized NSCE server sends the aggregated 
6.X.1.2
Information collection from multiple NSCE servers
The owner of the centralized NSCE server including the MNO and vertical could have request to collect the slice status from edge NSCE server. The collected information could be used to optimize network resource allocation after some analysis.
Pre-condition:

Edge NSCE servers has agreement with centralized NSCE server and could send the collected slice information to him. 
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The centralized NSCE server send out the information collection subscription with expected period and interested slice ID, e.g, List of SNSSAI. This step could be done by pre-configuration.  

The edge NSCE server shall check if the centralized NSCE server is authorized to get the network slice information.

After authenticated, the edge NSCE server(s) sends results to centralized NSCE server. The Network slice related performance and analytics exposure could be re-utilized.
_1234567890.vsd
�


_1234567891.vsd
�

3. Slice report 


3. Slice report 



