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1. Introduction
In TS 28.104, the analytics report are defined by SA5.
2. Reason for Change
It is proposed to address the editor’s notes in the clause of fault management in 3GPP TR 23.700-99.
3. Conclusions

<Conclusion part (optional)>
4. Proposal

It is proposed to agree the following changes to 3GPP 3GPP TR 23.700-99.
* * * First Change * * * *

6.2.1.2
Network slice fault management capability exposure

Figure 6.2.1.2-1 illustrates the network slice fault management process to address the key issue 4 of network slice fault management described in clause 5.4.

Pre-conditions:

1.
The VAL client has subscribed to the network slice fault management capability.

2.
The network slice enabler layer is capable to interact with NEF and OAM system.

3.
The VAL client has checked the status of application layer.
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Figure 6.2.1.2-1 Network slice fault management process

1.
The VAL server sends a request to NSCE server to request for the fault diagnosis of the applications and networks when it detected a fault in the application layer, the services and the network slices. This request may be triggered by the errors of the applications detected by the VAL server itself, or the VAL server may periodically collect the fault diagnostic report subscribing to the network slice fault management capability. The fault information of applications may be included in this request. For example, the Service Availability Failure Events e.g, described as Fallback events carried out by the Dual SIM cellular device.
2.
On receiving the request from VAL server, NSCE server retrieves the performance data of network slice from 5GS. For OAM system, the APIs defined in clause 11.3, TS 28.532[8] is utilized. For CN functions, the APIs of Nnwdaf_AnalyticsInfo service defined in clause 7.3, TS 23.288[17] can be utilized.

The analytics data defined in clause 6.3 to clause 6.14, TS 23.288[17], network slice instance related performance data defined in clause 5, TS 28.552[12] and network analytics data in clause 8.3 and clause 8.4 TS 28.104[15] exposed by OAM system may be acquired. 

3.
NSCE server retrieves the alarms of network slice instances from OAM system via the procedures defined in clause 6.1,TS 28.545[10], and the alarms are defined in clause 4.1.1.1, TS 32.111-1 [16], e.g., the fault of communication, environmental, equipment, processing error, QoS for device/resource/file/functionality/smallest.

4.
NSCE server may request the alarm information (e.g., the 5GS network is not work or the required performance is under the threshold which leads the service's problem) collected by NSCE client if possible. The information collected by the NSCE client depends on the third-parties' requirements and implementation.


5.
NSCE client report the requested fault information to NSCE server.

6.
NSCE server correlates the applications, services and the network resources of the specific network slice instances which supports the applications and services with the S-NSSAI, NSI ID (nSInstanceId defined in TS 28.541[14]), Application Identifier (defined in 23.501[3]), and then diagnoses the causes of the fault of the applications or services by analysing the fault information from different sources. For example, the RAN function of the slice instance which is utilized to support the service of the smart grid application, for a certain time duration, the smart grid suffered the bad experience caused by Service Availability Failure Events, and in the RAN function is detected continuously to report an alarm of environmental fault in the same time duration, then the environment fault may be the root cause of the Service Availability Failure and should be prioritized to be solved. The fault may be identified with “critical”, “major”, “minor”, “ignore” to show its prioritization. 

7.
NSCE server response to VAL server with the reports of fault diagnostic result to indicate the causes of the failures of the applications or services. If there is no problems within the 5GS network, the VAL server may be requested to check the application layer itself again. 

8.
If the NSCE server detects that the application/service error is caused by the 5GS, the VAL server may send the fault diagnosis report to OAM system to indicate the server fault which causes the application/service failure by utilizing the NSCE-OAM interface.
Note: The APIs utilized to send the fault diagnosis report to OAM will re-utilize the fault management services in TS 28.532[8] exposed by EGMF as defined in TS 28.533[6].
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