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1. Introduction
This pCR proposes resolving some of the editor's notes as per the discussion during [Pre-SA6#40-e conference call] 5GMARCH call #2 held on 5th Nov, 2020.
2. Reason for Change
Following editor's notes are resolved by simply removing without any action:

	 EN #
	Clause #
	EN
	Reasoning

	1
	4
	Scenarios
	[Editor's Note: scenarios and service level requirements from Stage 1]
	Part of template. Remove EN.

	2
	4.2.1
	Scenario 1.1: Message between MSGin5G UE s [Point-to-point message]
	Editor's Note: The Figure 4.2.1-1 merges the changes from S6-200614 and S6-200585. The UE C needs to be updated according to S6-200614.
	Rapporteur has already completed implementation fo this.

	5
	4.5.1
	Scenario 4.1: Message Broadcast from MSGin5G Server
	Editor's Note: The Figure 4.4.1-1 merges the changes from S6-200612 and S6-200614. The UEs name need to be updated according to S6-200614.
	Rapporteur has already completed implementation fo this.

	6
	4.5.2
	Scenario 4.2: Message Broadcast initiated from MSGin5G UE
	Editor's Note: The Figure 4.4.1-1 merges the changes from S6-200612 and S6-200614. The UEs name need to be updated according to S6-200614.
	Rapporteur has already completed implementation fo this.

	9
	5.25.2
	Identified Gaps [Key Issue 25: deliver message to Application Client]
	Editor's note: If the Application Clients are MSGin5G un-aware, i.e. they don't know that they are talking via a MSGin5G client or gateway, how to deliver messages to this kind of Application Client is FFS.
	The gap and the key issue is already covering what is mentioned as EN.

	12
	6.4.1
	General [Solution 4: Group management using SEAL]
	Editor's Note: The solution alignment based on inclusion of SEAL in the architecture figure is FFS.
	Solution is already aligned to the architecture.

	37
	6.13.1.4
	Point-to-Point non-IMS Message Segmentation and Reassembly
	Editor's Note: Recovery mechanism for missing segments in point-to-point message and delivery confirmation is FFS.
	Solution is already addressed for this EN.

	42
	6.17.2.1
	MSGin5G Client aggregates messages towards target end point
	Editor's Note: IEs in Aggregated message request and Individual message data is FFS
	Do not see any further clarification required to the solution.

	44
	6.17.4.1
	MSGin5G Client aggregates messages towards target group
	Editor's Note: IEs in Aggregated message request and Individual message data is FFS
	Do not see any further clarification required to the solution.

	60
	8.2
	Application architecture
	Editor's Note: The MSGin5G Service enhancements to reference points SEAL-C, SEAL-S, SEAL-UU reference points in 3GPP TS 23.434 [9] is FFS.
	Such enhancements need to be specified in the solutions.


3. Proposal

It is proposed to agree the following changes to 3GPP TR 23.700-24 v1.1.0.
* * * First Change * * * *

4
Scenarios

* * * Next Change * * * *

4.2.1
Scenario 1.1: Message between MSGin5G UE s
This scenario describes the case where Controller UE1 (e.g. a mobile handset terminal 1 or an application client APP 1 in a mobile handset Terminal 1) communicates with Controlled UE2 (e.g. wearable devices Terminal 2 like smart watch) or Controlled UE C. Both UE1 and UE2 are MSGin5G UE type and connected to a same 5G system, use MSGin5G service and served by same MSGin5G application layer. UE C is connected to the 5G system that supports SMS but does not support the MSGin5G Service. APP2 in the terminal 1 may also MSGin5G capable, but not used in this communication. 
NOTE 1:
MSGin5G application layer may consist of numerous functions, e.g. MSGin5G Server. The application architecture to support the scenarios will be studied.

NOTE 2: The UE1, UE2, etc in this Clause mean the party 1 and party 2 in a messaging procedure. It is not related t to a specific UE type.
The message will be routed via the 5G system from UE1 to UE2 or UE C, or vice versa. The message may also be first routed to the MSGin5G application layer and then forwarded to the other party. The scenario is illustrated in figure 4.2.1-1.
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Figure 4.2.1-1: Message between MSGin5G Clients


The scenario consists of the following aspects:

-
If message is originated by authorized UE1, the MSGin5G server identifies the identity of UE2 or UE C and forwards the MSGin5G message to UE2 or UE C. UE2 or MSGin5G server may send the delivery status to UE1.

-
If message is originated by authorized UE2, the MSGin5G service identifies the identity of UE1 (e.g. a specific APP1in terminal 1) and forwards the MSGin5G message to UE1. UE1 or MSGin5G server may send the delivery status to UE2 or UE C.

* * * Next Change * * * *

4.5.1
Scenario 4.1: Message Broadcast from MSGin5G Server
This scenario describes the case where an APP Server in the network communicates with Controlled UEs by using MSGin5G service via broadcast. 
The message will be routed via the 5G system from the APP Server to UEs. The scenario is illustrated in figure 4.5.1-1.
The recipient UE is connected to the same 5G system and support broadcast.
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Figure 4.5.1-1: Message Broadcast from APP Server to UEs 


The scenario consists of the following aspects:

-
The message is originated by authorized APP Server and the APP Server also provides the service area information.
-
The MSGin5G Server forwards the MSGin5G message to the 5G System, which takes care of broadcasting the message in the designated service area.

-
UEs that support the MSGin5G Service and are located in the service area and configured to receive the message will receive it via broadcast.

* * * Next Change * * * *

4.5.2
Scenario 4.2: Message Broadcast initiated from MSGin5G UE
This scenario describes the case where Controller UE1 (e.g. a mobile handset Terminal 1, or an application client APP 1 in a mobile handset Terminal 1) communicates with Controlled UEs 2 via broadcast.

The message will be routed via the 5G system from the APP in UE1 to UEs 2. The scenario is illustrated in figure 4.5.2-1.
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Figure 4.5.2-1: Message Broadcast from APP in UE1 to UEs2

The scenario consists of the following aspects:

-
The message is originated by authorized APP in UE1 and the APP also provides the service area information.

-
The MSGin5G Server forwards the MSGin5G message to the 5G System, which takes care of broadcasting the message in the designated service area.

-
UEs that support the MSGin5G Service and are located in the service area and configured to receive the message will receive it via broadcast.

* * * Next Change * * * *

5.25.2
Identified Gaps
The following gaps have been identified to fulfil the identified requirements:
· The Application Clients configuration procedure which enables the MSGin5G Client to route MSGin5G messages to Application Clients is needed to be studied.
· If MSGin5G client is not supported by the terminated UE, or the message can not be delivered to the MSGin5G client but can be delivered to the Legacy-3GPP/non-3GPP Client, whether it is possible to deliver the message to the Application Client is needed to be studied. If the message can be delivered to the Application Client, the related procedure of message delivery is needed to be studied.

* * * Next Change * * * *

6.4.1
General

The following solution corresponds to the key issue #8 describing the group management using the procedures in SEAL TS 23.434 [9].


* * * Next Change * * * *

6.13.1.4
Point-to-Point non-IMS Message Segmentation and Reassembly

Figure 6.13.1.4-1 shows the non-IMS message segmentation and reassembly procedure for Point-to-Point MSGin5G message use cases (e.g. MOMT). 

This procedure assumes that a UE is only aware of the maximum payload size of the delivery mechanism it is currently using, and it is not aware of the maximum payload size of the recipient UE.

Pre-conditions:

1.
Both UEs host a MSGin5G Client and an Application Client. 
2.
The MSGin5G Clients register with the MSGin5G Server.  
3.
An Application Client on the UE needs to deliver application data to an Application Client on another UE and the size of the application data exceeds the allowed maximum packet size (e.g. due to limitation by the UE’s access network transport).
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Figure 6.13.1.4-1: Point-to-Point MSGin5G Message Segmentation and Reassembly

1)
An Application Client on a UE sends a message to a MSGin5G Client that targets an Application Client on another UE.   

2)
The MSGin5G Client compares the size of the received message to the maximum allowed packet size and detects that the size exceeds the limit of the originating UE. As a result, the MSGin5G Client segments the received message into a set of segmented messages such that each segmented message can fit within the maximum allowed packet size. Within each segmented message, the information elements defined in Table 6.13.1.2-1 are included to enable reassembly of the segmented messages. 

3)
The MSGin5G Client sends each segmented message to the MSGin5G Server. The MSGin5G Server checks for the Last Segment Flag in each of the received segment before proceeding to Step 4. If the next segment is not received within the expected time (based on configuration) then proceed to step 4.

4)
The MSGin5G Server checks if each segment does not exceed the configured maximum packet size of the targeted UE. If the maximum packet size is not exceeded, then the MSGin5G Server proceeds with step 5. 

If the maximum packet size is exceeded, then the MSGin5G Server reassembles subsequent segmented messages, until the  Last Segment Flag indication is received, into a single MSGin5G message. The re-assembled message is then segmented such that each segment is smaller than the maximum allowed packet size of the targeted UE. Within each segmented message, the information elements defined in Table 6.13.1.2-1 are included to enable reassembly at the target.


5)
If MSGin5G client in UE 2 has received segment with Last Segment Flag indication in it, the MSGin5G Server delivers the contents of the MSGin5G message to the targeted MSGin5G Client. The MSGin5G Client in UE 2 checks for the Last Segment Flag in each of the segment received as separate message before proceeding to Step 7. If the next segment as a separate message is not received within the expected time (based on configuration) then proceed to step 7.   

6)
The 5GMSG Client reassembles all the segmented messages into a single MSGin5G message based on the information elements defined in Table 6.13.1.2-1.  
7)
The MSGin5G Server sends Message received confirmation to the MSGin5G client. The information elements defined in Table 6.13.1.2-2 are included in the request. The result information element will contain “success” if the reassembly of the segments is success. Otherwise, the result information element will contain “failure”.

NOTE: The MSGin5G client may send acknowledge back to MSGin5G server based on application requirement.

 7)
The MSGin5G Client delivers the contents of the MSGin5G message to the targeted Application Client. If MSGin5G client has not received all messages (even after recovery procedure) or reassembly of segments failed for any reason (e.g. corrupt data) then the MSGin5G client will notify receiving of failed message to application client.

* * * Next Change * * * *

6.17.2.1
MSGin5G Client aggregates messages towards target end point

Figure 6.17.2.1-1 shows the procedure for MSGin5G Client aggregating point-to-point messages carrying small data targeted from a UE towards another target UE.

Pre-conditions:

1
A UE 1 hosts a MSGin5G Client 1 and an Application Client(s). 

2
A UE 2 hosts a MSGin5G Client 2 and an Application Client(s)

3
The MSGin5G Client 1 and MSGin5G Client 2 register with the MSGin5G Server.
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Figure 6.17.2.1-1: MSGin5G Client aggregates messages towards target end point

1)
Application Client(s) on UE 1 initiates MSGin5G message request to the MSGin5G Client 1 to send a message to another target. 

2)
The MSGin5G Client 1 checks the message data size and the priority level to determine if the received messages can be aggregated. For example, MSGin5G Client 1 finds that the messages have small payload size when compared to the maximum segment size that can be transmitted over available transport and are not high priority messages, which could be sent as per scheduling policy towards a selected target.

NOTE 1:
MSGin5G Client 1 decides to continue aggregating messages until optimal use of segment size before sending message towards MSGin5G Server.

NOTE 2:
How the MSGin5G Client 1 uses individual message priority, maximum time to wait, etc for aggregating and sending is out of scope of the present document.

3)
The MSGin5G Client 1 aggregates multiple MSGin5G message requests intended for a selected target and sends the aggregated message request as defined in Table 6.17.2.1-1 and Table 6.17.2.1-2 according to scheduling policy towards MSGin5G Server. 

Table 6.17.2.1-1: Aggregated message request (MSGin5G Client to MSGin5G Server)

	Information element
	Status
	Description

	Originator MSGin5G Client ID
	M
	The identity of the MSGin5G Client sending the message.

	Destination MSGin5G Client ID
	M
	The identity of the target MSGin5G Client for the message delivery.

	Message ID
	M
	Unique identifier of the aggregated message

	Number of individual messages
	M
	Indicates total number of messages which are aggregated into single message

	List of individual messages
	M
	Each element in this list contains information as specified in Table 6.17.2.1-2.


Table 6.17.2.1-2: Individual message data

	Information element
	Status
	Description

	Individual Message ID
	M
	Unique identifier of this individual message

	Application ID
	O
	Identifies the application for which the payload is intended

	Disposition Type
	O
	Indicates the disposition type expected from the receiver (i.e. delivery report)

	Payload
	M
	Payload of the message

	Priority Type
	O
	Application priority level requested for this message. 



NOTE 3:
Total size of Aggregated message request is less than or equal to maximum segment size allowed to be transmitted over available transport.

4)
MSGin5G server checks whether the MSGin5G Client 1 is authenticated and authorized to send Aggregated message request. If authenticated and authorized, the MSGin5G server skips step 5.

5)
If MSGin5G Client 1 is not authorized to send Aggregated message request or the Aggregated message request is not valid, the MSGin5G server sends Aggregated message reject to the MSGin5G Client 1. The information elements defined in Table 6.17.2.1-3 are included in the request.

Table 6.17.2.1-3: Aggregated message reject (MSGin5G Server to MSGin5G Client)

	Information element
	Status
	Description

	Destination MSGin5G Client ID
	M
	The identity of the MSGin5G Client sending the original message.

	Message ID
	M
	Unique identifier of this message

	Reject Reason
	O
	This IE contains the failure reason, e.g. the originator is not authorized to send a message request or one of the multiple messages aggregated has an issue, may be included in this IE.


6)
If MSGin5G Client 1 is authorized to send Aggregated message request, the MSGin5G server sends Aggregated message request towards the selected target MSGin5G Client 2.

7)
The MSGin5G Client 2 splits the received Aggregated message request into multiple individual MSGin5G message requests per application and sends them towards Application Client(s).

8)
The Application Client(s) may initiate sending MSGin5G message delivery report, if requested in the original message that is received as in Step 7. MSGin5G Client 2 forwards the MSGin5G message delivery report towards the Application Client(s) on UE 1 via MSGin5G Server and MSGin5G Client 1.

* * * Next Change * * * *

6.17.4.1
MSGin5G Client aggregates messages towards target group

Figure 6.17.4.1-1 shows the procedure for MSGin5G Client aggregating messages carrying small data targeted towards a group. The messages may be initiated from one or more application client(s).

Pre-conditions:

1.
A MSGin5G Group is created by following group management SEAL service procedures as specified in 3GPP TS 23.434 [9]. 
2.
All participants in the MSGin5G Group may get the Group information i.e. a list of group members in the Group information query response as specified in 3GPP TS 23.434 [9].
3.
A UE hosts a MSGin5G Client 1 and Application Client(s). 

4.
The MSGin5G Client 1 registers with the MSGin5G Server.
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Figure 6.17.4.1-1: MSGin5G Client aggregates messages towards target group

1)
The Application Client(s) on UE 1 requests MSGin5G Client 1 to send message(s) to a group. 

2)
The MSGin5G Client 1 checks the message data size and the priority level to determine if the received messages can be aggregated. For example, MSGin5G Client 1 finds that the messages have small payload size when compared to the maximum segment size that can be transmitted over available transport and are not high priority messages, which could be sent as per scheduling policy towards a selected target.

NOTE 1:
MSGin5G Client 1 decides to continue aggregating messages until optimal use of segment size before sending message towards MSGin5G Server.

NOTE 2:
How the MSGin5G Client 1 uses individual message priority, maximum time to wait for messages, etc for aggregating and sending is out of scope of the present document.

3)
The MSGin5G Client 1 aggregates multiple MSGin5G message requests intended for a selected target group and sends the aggregated message request as defined in Table 6.17.4.1-1 and Table 6.17.4.1-2 according to scheduling policy towards MSGin5G Server. 

Table 6.17.4.1-1: Aggregated group message request (MSGin5G Client to MSGin5G Server)

	Information element
	Status
	Description

	Originator MSGin5G Client ID
	M
	The identity of the MSGin5G Client sending the message.

	Group ID
	M
	The identifier of the MSGin5G group.

	Message ID
	M
	Unique identifier of this message

	Number of individual messages
	M
	Indicates total number of messages which are aggregated into single message

	List of Individual Group Message data
	M
	Each element in this list contains information as specified in Table 6.17.4.1-2.


Table 6.17.4.1-2: Individual message data

	Information element
	Status
	Description

	Individual Message ID
	M
	Unique identifier of this individual message

	Application ID
	O
	Identifies the application for which the payload is intended

	Disposition Type
	O
	Indicates the disposition type expected from the receiver (i.e. delivery report)

	Payload
	M
	Payload of the message

	Priority Type
	O
	Application priority level requested for this message. 



NOTE 3:
Total size of Aggregated Group Message Request is less than or equal to maximum segment size allowed to be transmitted over available transport.

4)
MSGin5G server checks whether the MSGin5G Client 1 is authenticated and authorized to send Aggregated Group Message Request. If authorized, the MSGin5G server resolves the MSGin5G group ID to determine the members of that group and determines the registration status of non-IMS UEs, based on the information from the group management server. The MSGin5G server validates the request based on the policy e.g. to limit certain types of message or content to certain members due to location or user privilege. If authenticated and authorized, the MSGin5G server skips step 5.

5)
If MSGin5G Client 1 is not authorized to send Aggregated Group Message Request or the Aggregated group message request is not valid, the MSGin5G server sends Aggregated Group Message Reject message to the MSGin5G Client 1. The information elements defined in Table 6.5.1.3-2 are included in the Aggregated Group Message Reject message.

6)
If MSGin5G Client 1 is authorized to send Aggregated Group Message Request, the MSGin5G server sends group message as specified in step#2 onwards clause 6.5.1.2, where instead of group message request, Aggregated Group Message request will be sent.

* * * Next Change * * * *

8.2
Application architecture

Figure 8.2-1 shows the application architecture of the MSGin5G Service.  The MSGin5G Service shall fulfil the service requirements which are enumerated in 3GPP TS 22.262 [2].
NOTE 1: "MSGin5G" in this document is referred to the new defined transport for the MSGin5G service. The service name in this document uses the "MSGin5G Service" term in 3GPP TS 22.262 [2].
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Figure 8.2-1: Application Architecture of the MSGin5G Service

The MSGin5G client(s) interacts with SEAL clients over the SEAL-C reference point specified for each SEAL service. The MSGin5G server(s) interacts with SEAL servers over the SEAL-S reference point specified for each SEAL service. The interaction between a SEAL client and the corresponding SEAL server is supported by SEAL-UU reference point specified for each SEAL service as specified in 3GPP TS 23.434 [9].


* * * Next Change * * * *

<Proposed change in revision marks>
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