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1. Introduction
This solution addresses the identified gap under Key Issue #19 regarding efficient resource usage of the control plane and user plane for group messages.

2. Reason for Change
	5.19
Key Issue 19: Efficient resource usage of the control plane and user plane
5.19.1
Description

The typical IoT device communication is sending and receiving small data which can be delivered just in a message. The characteristics of Massive Internet of Things (MIoT) devices including high density connection, flexible mobility, saving power, limited computing capability, bulk of devices, and traffic pattern of short burst of small data brings various new demands on message communication, e.g. light weight message communication for provision and monitoring, ultra low latency and high reliability message communication for remote control, and extremely high resource efficiency for large scale connections. The MSGin5G Service is basically designed and optimized for massive IoT device communication including thing-to-thing communication and person-to-thing communication.
Following requirement is described in 3GPP TS 22.262 [2].

Considering the massive connections of IoT devices and high throughput of message communication between devices or between devices and application servers, the MSGin5G Service needs to be in a resource efficient manner to optimize the resource usage of the both control plane and user plane.

Following generic requirement is also specified in 3GPP TS 22.262 [2].
The IoT devices usually have limitation in computation and storage, and are powered by batteries or small solar photovoltaic equipment, so the message communications need to be light weight and well scheduled in order to save power and data traffic consumption in the device.

The following conclusion can be made based on the requirements above:
-
There is extremely high number of message exchange between devices or between devices and application servers.

-
The typical IoT device communication is sending and receiving small data which can be delivered just in a message.

-
The requirement applies to all type of message communication models.

-
The communication needs to be well scheduled in order to save power and data traffic consumption in the device.

In principle, the MSGin5G Service needs to enable optimization of the resource usage for both the control plane and user plane in a resource efficient manner.

Issues include:

-
How to make MSGin5G communication resource efficient to optimize the resource usage of both the control plane and user plane?

-
What scheduling policy needs to be followed in order to make sure that application server is not overloaded with messages at particular time?

-
How MSGin5G service can support distributing the scheduling policy to application client?

-
How to efficiently use resources for sending and receiving of typical small data?

5.19.2
Identified Gaps
The following gaps have been identified to fulfil the efficient resource usage of the control plane and user plane requirements:
-
Mechanisms to support small data message exchange in a resource efficient manner.
-
Determining scheduling policy and making it available to 5GMSGS client.

-
The behavior on 5GMSGS client for using resource efficiently and the related procedures are needed to be studied.


1. As identified in the Key Issue #19, the typical IoT device communication is sending and receiving small data that can be delivered just in a message. It may be possible that IoT devices sends data which is significantly smaller than maximum segment size allowed to transmit over available transport, resulting in lots of overhead. 
2. It is also described in the Key Issue #19 that there are a high number of message communications between devices or, between devices and application servers. The control plane and user plane resources will not be utilized to its full capacity, if majority of messages between devices are for sending and receiving small data. 
3. It is also described in the Key Issue #19 that the communication needs to be well scheduled in order to save power and data taffic consumption in the device.

So this solution introduces a procedure to aggregate MSGin5G messages with typical small data. Based on maximum segment size allowed to transmit over available transport, the message sender can aggregate one or more messages towards the target.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 23700-024 V0.7.0.
* * * First Change * * * *

6.X.4
Solution for aggregated group messaging

6.X.4.1
5GMSGS Client aggregates messages towards target group
Figure 6.X.4.1-1 shows the procedure for 5GMSGS Client aggregating messages carrying small data targeted towards a group. The messages may be initiated from one or more application client(s)
Pre-conditions:
1)
A 5GMSGS Group is created by following group management SEAL service procedures as specified in 3GPP TS 23.434 [9]. 
2)
All participants in the 5GMSGS Group may get the Group information i.e. a list of group members in the Group information query response as specified in 3GPP TS 23.434 [9].
3)
A UE hosts a 5GMSGS Client 1 and Application Client(s). 

4)
The 5GMSGS Client 1 registers with the MSGin5G Server.
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Figure 6.X.4.1-1: 5GMSGS Client aggregates messages towards target group

1.
The Application Client(s) on UE 1 requests 5GMSGS Client 1 to send message(s) to a group. 

2.
The 5GMSGS Client 1 checks the message data size and the priority level to determine if the received messages can be aggregated. For example, 5GMSGS Client 1 finds that the messages have small payload size when compared to the maximum segment size that can be transmitted over available transport and are not high priority messages, which could be sent as per scheduling policy towards a selected target.
NOTE 1:
5GMSGS Client 1 decides to continue aggregating messages untill optimal use of segment size before sending message towards MSGin5G Server.

NOTE 2:
How the 5GMSGS Client 1 uses individual message priority, maximum time to wait for messages, etc for agrreggating and sending is out of scope of the present document.
3.
The 5GMSGS Client 1 aggregates multiple MSGin5G message requests intended for a selected target group and sends the aggregated message request as defined in Table 6.X.4.1-1 and Table 6.X.4.1-2 according to scheduling policy towards MSGin5G Server. 
Table 6.X.4.1-1: Aggregated group message request (5GMSGS Client to MSGin5G Server)
	Information element
	Status
	Description

	Originator 5GMSGS Client ID
	M
	The identity of the 5GMSGS Client sending the message.

	Group ID
	M
	The identifier of the MSGin5G group.

	Message ID
	M
	Unique identifier of this message

	Number of individual messages
	M
	Indicates total number of messages which are aggregated into single message

	List of Individual Group Message data
	M
	Each element in this list contains information as specified in Table 6.X.4.1-2.


Table 6.X.4.1-2: Individual message data
	Information element
	Status
	Description

	Individual Message ID
	M
	Unique identifier of this individual message

	Application ID
	O
	Identifies the application for which the payload is intended

	Disposition Type
	O
	Indicates the disposition type expected from the receiver (i.e. delivery report)

	Payload
	M
	Payload of the message

	Priority Type
	O
	Application priority level requested for this message. 


Editor's note:
IEs in Aggregated message request and Individual message data is FFS
NOTE 3:
Total size of Aggregated Group Message Request is less than or equal to maximum segment size allowed to be transmitted over available transport.

4.
MSGin5G server checks whether the 5GMSGS Client 1 is authenticated and authorized to send Aggregated Group Message Request. If authorized, the MSGin5G server resolves the MSGin5G group ID to determine the members of that group and determines the registration status of non-IMS UEs, based on the information from the group management server. The MSGin5G server validates the request based on the policy e.g. to limit certain types of message or content to certain members due to location or user privilege. If authenticated and authorized, the MSGin5G server skips step 5.
5.
If 5GMSGS Client 1 is not authorized to send Aggregated Group Message Request or the Aggregated group message request is not valid, the MSGin5G server sends Aggregated Group Message Reject message to the 5GMSGS Client 1. The information elements defined in Table 6.5.1.3-2 are included in the Aggregated Group Message Reject message.

6.
If 5GMSGS Client 1 is authorized to send Aggregated Group Message Request, the MSGin5G server sends group message as specified in step#2 onwards clause 6.5.1.2, where instead of group message request, Aggregated Group Message request will be sent.
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