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Introduction

This solution proposes an optimized operating mode that takes advantage of the resource utilizations pattern used in the traffic model for group calls. The starting point is the current use of resources by the mission critical servers which is based in part on the traffic model for individual “commercial” calls. The solution looks separately at the downlink and uplink for optimal per link use, and recommends that optimizations identified for each link be used together for a combined effect on overall resource utilization. 
The group call traffic model is quite different from the traffic model for “commercial” individual phone calls. Several differences can be identified:

· In individual calls, the media traffic is different on each downlink unicast bearer; while in group call the same traffic is sent on each downlink unicast bearer at the same time.
· Individual calls are full duplex, even if the two parties take turns talking; group calls tend to be half duplex, with only one talker at a time, based on floor control.
· In individual calls, the participants expect to be able to talk at any time and to have the entire communication heard by the other party, regardless of when it started; in group calls, a talker has to wait for the action of pressing the PTT key to take effect and the TPT (“beep”) to be produced before talking, otherwise the beginning of his communication will be truncated.  
Since many times the mission critical servers use the bearer allocation mechanisms inherited from the individual calls, the allocation of resources is not always optimal during the duration of a call, as the pattern of busy and idle periods and traffic differs due to the dissimilar traffic model. 
In general, the voice and video downlink traffic during an MCPTT and MCVideo group call is distributed via UDP/IP, which makes it possible to use either individual unicast radio bearers for each UE, or a multicast radio bearer shared among all UEs in the group call (or some mixed combination). Beyond a certain number of UEs in a cell, multicast delivery seems to always be more resource efficient than unicast delivery to the same UEs. 
Based on recent discussions in SA2, it is apparent that the SC-PTM based multicast will be proposed for public safety for Rel-17. According to simulations results claimed in R2-151395 during the standardization of SC-PTM by 3GPP, the comparative spectrum efficiency of unicast and multicast is as shown below:
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It is apparent that some multicast transmitting mode more efficient than unicast may always be found (if not, the mission critical server may use the information about number of UEs in cell, to decide when to start the group directly in multicast mode). This observation leads to the following proposal:
Proposal for downlink: Mission critical should provide the option of starting a group call directly using a multicast bearer (i.e. not always there is a need to first start a group call in unicast mode and to transition it to multicast mode only afterwards).
In the uplink, the PTT traffic model for group calls generally assumes floor control and consequently, one talker at a time. (There are situation of voice override or of simultaneous video transmissions, but those situations are relatively rare). This traffic model is different from the half duplex traffic model used for commercial telephone conversation, where roughly half of the uplink bearers actively carry voice traffic at every moment in time during the call.
The “one uplink talker at a time” situation implies that only one UE at a time (the one that holds the floor) needs to have the resources for its uplink bearer assigned. This observation leads to the following proposal:

Proposal for uplink: To the extent that the uplink (side of a) unicast bearer (typically GBR) can be set up and torn down (releasing resources) fast enough to meet the MCPTT KPIs and to limit the holding of the resources to the period while they are actually used to transport media traffic, the mission critical system shall support this capability.

According to 3GPP TS 22.179 subclause 6.15.3, the applicable KPI for access time during an ongoing PTT group call (i.e. not for a first PTT keying that might include call set up involving receiver UEs) is KPI 1 which is 300 ms. According to 3GPP TR 36.868 Table 5.1.1.1-1, the time for (unicast, GBR) bearer setup is 115 ms, including estimated (10 ms radio link delay, 5 ms network interface delay and 5 ms processing delay). Noting that the UE is already in connected mode rather than the idle mode, so that transition time is saved, it is possible to run part of the bearer setup while the floor control request is being processed, with the net result that it should be possible to both allocate (or expand the uplink bandwidth of) the bearer on demand and meet the KPI 1 requirement.  
The simultaneous use of the downlink optimization (“start group call in multicast mode”) and uplink optimizations (“hold onto the uplink bearer only while having the floor”) leads to the best outcome as far as overall resources utilization over-the-air is concerned.  
Reason for Change
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Proposed text:
7.2
Solution #2: Resource optimized group call mode
7.2.1
Solution description

This solution treats the downlink and uplink cases separately and then proposes that optimizations identified for both cases are applied together. 
Currently, in the case of downlink, whether a pre-arranged or chat model is used, the mission critical servers employ IMS procedures that not only establish a session, but also result in unicast bearers being setup. Only later on, the switch to a multicast bearer might occur, which, means that temporarily at least, the number of used resources is increased, as the newly allocated multicast bearer is in addition rather than in replacement of the individual downlink unicast bearers. 
The proposed solution is to not have the individual downlink unicast bearers established when the session is established, or to have them released immediately.  Then (or possibly ahead of time) all the UEs affiliated to a specific mission critical group are directed to monitor an announced multicast bearer. When the group call starts in earnest (e.g. while the initial floor request is processed), the MC AS will start the multicast bearer in the announced service area (if not started already), send the MapGroupToBearer message on the general signalling subchannel of the announced multicast bearer and then send the media and floor control to the destination UEs. It may also be possible to temporarily suspend or modify the multicast bearer during periods of silence between consecutive talkspurts of the call, if such an action results in resource savings.
The use of multicast bearers, whether set up by the application or autonomously decided by RAN, for the user plane is not always possible or practical: e.g. some user plane transfers (e.g. streaming stored video) may be using TCP/IP or not all UEs may be given the security keys for the multicast bearer. Therefore both options (starting on unicast and starting on multicast) should be available, and the applications should be able to indicate which bearers are suitable for autonomously switching by RAN.
Stage 2 work will consist of description of the signalling scenario via information flows. There could be some Stage 2 or Stage 3 impacts on IMS signalling and interaction via Rx / N5 interface with the PCRF / PCF, to make sure that unicast resources that are not necessary will not be or stay allocated. It may also be convenient to define configuration variables that would control the sending in the downlink of floor control messages other than Floor Idle and Floor Taken, in the absence of downlink unicast bearers for media. Options for sending floor control messages include using signalling unicast bearers, e.g. the default bearer, or the bearer used for IMS and http signalling, or a dedicated bearer only for floor control. Alternatively, floor control messages that are normally addressed to individual destinations via unicast channels can be enhanced with a destination identifier and sent on the multicast channel.  
Currently, in the case of uplink, once the uplink (side of the) unicast bearer (typically GBR) is established for a group call, it stays allocated to the UE for the entire duration of the group call, whether the user ever talks or not.  However, the traffic model for group call shows that the bearer may be actually used relatively rarely, namely only when the user has the floor. In the case of mission critical broadcast group none of the user except for the one talker can have the floor.
The proposed solution is for UEs to have an uplink GBR bearer only while they hold the floor. That assumes an ability to quickly assign and release the bearer (or most of the bandwidth associated with it), such that the KPIs associated with the group call of that type can still be met when the user activates the PTT key.
Stage 2 work consists of defining signalling for effecting quick and temporary changes of the bandwidth associated with the uplink bearer, typically triggered by floor control signalling. The uplink floor control (which is typically a small (S)RTCP packet) messages can be sent via the reduced-bandwidth uplink bearer or via separate (non-GBR) bearer.  
7.2.2
Solution evaluation
The solution proposes and optimized mode of operations that minimizes the amount of resources used. The underlying mechanisms used are bearer sharing and temporary bearer suspension or reduction of bandwidth during periods of no activity. For maximum effect, this mode should be applied both for downlink and for uplink. 
Many building blocks of the proposed solution are already in place which shows that the solution can be built by enhancing and extending existing capabilities.
The solution is proposed as an operating mode additional to the current approaches, thus adding flexibility and allowing application aware decision.  
The impact on the MC servers consists of supporting the additional signalling, functionality, and procedures related to the control of the amount of resources being allocated, as described above, in particular resource allocations at setup, mobility events and floor control events.
To the extent that the ability of quickly allocating and releasing resources and modifying the reserved bandwidth of bearers essentially already exists, the impact on the RAN is limited or non-existent. However, the frequency of such modifications of bearers and allocation/ releases of resources will be increased.
The impact on the Core Network is to ensure that the signalling that effects bearer modifications and resource allocations and releases, starting with the ability to identify the bearers subject to those changes, is available via interfaces to the mission critical servers.
