3GPP TSG-SA6 Meeting #34
S6-192057
Reno (NV), USA, 11-15 November 2019

Source:
AT&T

Title:
Handling large number of UEs in a cell for KI #3 in 23.774
Spec:
3GPP TR 23.774-010

Agenda item:
11.8
Document for:
Approval

Contact:
Val Oprescu (vo4887@att.com)
Introduction

The situation of very many UEs in a cell engaged in group calls can occur during public safety incidents. However, all RAN, regardless of vendor, implement admission control policies that limit the number of UEs that can be connected and receive service in each cell. Congestion can be defined in terms of “too high volume of traffic”, “too many allocated bearers” and/or “too many UEs”. Congestion can be localized to a cell and may occur and solve itself very quickly. Congestion may lead to pre-emption by RAN, e.g. bearers being dropped and/ or UEs being forced to idle. Pre-emption is a highly undesirable outcome that should be prevented, if possible. 
Although the admission policies may allow the limit on number of UEs to “float” adaptively with the traffic conditions and other factors, there will always be a maximum number of UEs beyond which the cell will stop admitting new UEs or will allow only UE replacements. The group call traffic model employing low numbers of shared multicast bearers and having relative low uplink traffic at every moment of time due to floor control, may allow for a higher limit on admitted UEs for cells dedicated to public safety. However, even so, the admission limit would be well below the hundreds of UEs that might be present and need to be provided service in case of a large incident. 
It is apparent that the problem can be solved by running most of the UEs in a receive-only mode that would place them in the RRC IDLE state, while continuing to receive multicast channel(s) that were started before, while the UE was in RRC CONNECTED state. The mission critical servers may have to decide which UEs will be operating normally and which one will have to be transitioned to idle: relative priority between members within a group, bearer priority, emergency conditions, amount of activity relative to other users, etc. may be used in the decision. In the absence of such decision, pre-emption by RAN will occur.
UEs that operate from idle may still need to transmit media occasionally, thus a rapid reconnect from idle, with reestablishment of the bearers configuration and connection context is highly desirable. To avoid congestion, when a UE is accepted in a cell, another UE may need to be transitioned out of the connected state.  
Reason for Change

Addition of new text to an empty section of a TR under construction. 
Proposed text: 
7.3
Solution #1: Handling large number of UEs in a cell
7.3.1
Solution description

This solution proposes a way for providing service within a cell to more UEs than the RAN can admit for service, when those UEs are engaged in mission critical group calls.

The proposed approach is to have a sufficient number of UEs (that are receiving group call media on a shared multicast bearer while in RRC CONNECTED state) transition to RRC IDLE state, but continue to listen to the same multicast bearer(s). This mode of operation is referred to as receive only mode. A UE in RRC IDLE is invisible to the eNB or gNB that it camps on, thus it is not counted or subject to the limit of the maximum number UEs serviceable by the cell. (In the case of MBSFN transmission, the UE can actually start receiving multicast traffic while in RRC IDLE state, but in the case of SC-PTM the UE first needs to start receiving multicast while in RRC CONNECTED state, before transitioning to RRC IDLE). 
To handle the case when a user keys the PTT button to transmit, it is proposed that a "quick and temporary reconnect" capability is provided: starting with the time before the UE transitions to RRC IDLE, the context of the UE (including the session) is preserved in the core network and in a reconnection token within the UE. The UE will look temporarily suspended from the point of view of the network. Upon reactivation, the UE will access the system, provide the reconnection token and have its bearers, sessions and context restored. The latency of this procedure will likely be acceptable for MCVideo and MCData. In the case of MCPTT, if the access KPI cannot be met, the UE can provide an indication of degraded service, and leave it to the user whether or not to drop or continue the group call. 
The "quick and temporary reconnect" capability can also be used in case the UE leaves the cell or if the UE needs to refresh some parameters. In those cases, the reconnection will be triggered by the mobility event, by a failure to decode the multicast channel (meaning need new parameters) or by the expiration of a timer. After reconnection and parameter refresh, if congestion is present in the serving cell, the UE will promptly be moved back to the RRC IDLE state and continue to receive multicast traffic in receive only mode. If the quick and temporary reconnect fails, the UE can revert to "normal" behaviour and attempt connecting normally. 
At the application level, the necessary procedures include:

- the mission critical servers configures the UE for the receive-only and the quick reconnect functionality

- the mission critical server effects the UE context suspension and the transition of the UE to IDLE by the RAN
- the UE continues to receive the media while in receive-only mode and reconnects to the network based on various triggers (e.g. user action, mobility event).  
7.3.2
Solution evaluation

This solution resolves the issue of very large number of UEs without attempting to modify the admission control procedures of the RAN, which in general are proprietary and different from vendor to vendor. (However they all limit the number of served UEs to numbers below what may be necessary for public safety in certain cases). The solution is based on the observation that the limits apply only to UEs in connected states, which makes operating in the idle state a logical choice. 
The basic functional elements of the solution (sharing a multicast bearer for group call, connection, reconnection and disconnection of UEs, rapid allocation of bearers, operation in receive-only mode, UE functioning in RRC IDLE) have been in place since prior releases. The solution proposes to combine and execute these functional as it was described above, thus it essentially extends functionality. 

The impact on the MC servers consists primarily of having to support the functionality and procedures described in the previous subclause. The functionality of the MC application client will have to be extended to support receive only mode and quick reconnection.
The impact on the Core Network consists of preserving the functional context of the link associated with the UE and enabling a quick suspension/resumption of the connection.  The Core Network will also have to transport requests, results and responses via interfaces that comprise the signalling path between the RAN and the MC AS
The UE is the most impacted subsystem, as it needs to support programming by the MC AS, functionality to preserve context, ability to continue receiving the multicast bearer as it transitions from connected to idle, new procedures (including multicast reception) in idle state, reconnection triggers and procedures.

There is no impact on the RAN admission control procedures, but the RAN needs to provide rapid reconnection to idle UEs. 
