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DISCLAIMER: Detailed and comprehensive descriptions of issues may require drafting of TR-style “Key Issue” and/or “use cases” like sections 
1 General issues/questions needing clarification
Issue G1: Clarification on which RAT technology (NR, E-UTRA or both) is part of Rel-17 for Public Safety multicast. 

Description: RAN has approved an email discussion item referred to as [NR_multicast_broadcast] in SP-190575 slide 9. SA2 has approved the SID FS_5MBS which states “Both E-UTRA and NR are considered as wireless access technologies. It is up to 3GPP RAN groups to define which RAT supports Objective A [which includes Public Safety] and Objective B (and when i.e. in which release).”
Expectation: Even if RAN decides to focus its 5G Rel-17 work exclusively on multicast over NR only, such a decision should not be construed as meaning that no other work on MBMS for existing system (e.g. bug fixes or TEI-like small enhancements) will be excluded during Rel-17. 
To be answered by: RAN

Issue G2: Confirm compatibility of multicast/5G with existing MC services and ensure multi-cell operation.

Description: To the extent that MC services using multicast/5G are based on “localized” MBMS, transition from MBSFN based MBMS to SC-PTM based MBMS may be possible in principle, but simultaneous multicast operation in multiple sells is necessary.
To be addressed by: SA6, RAN, SA2,

Proposed Requirement: Multicast operation in  multiple cells shall be  available to  start and go on simultaneously and on-demand.
2 Specific issues
Issue S1: On-demand multicast bearers setup time in support of new and/or in-progress group call to support same KPI(s) for group calls as unicast bearers
To be addressed by: RAN. 

Description: This is the case when the multicast bearer is NOT already pre-established when the call is started. To meet a KPI of 300 ms for call setup time, a bearer setup time of about 100-150 ms is probably necessary.  Both NR and LTE cases should be addressed. Quantitative answers from RAN for bearer setup times are expected for all cases: delays such as paging and DRX cycles length and mcch-modification periods should be included in the total set up time.
Proposed Requirement: On-demand multicast bearers setup time for new and/or in-progress group call to meet same group calls KPI(s) as unicast bearers.
Issue S2: Service continuity to/from a multicast bearer to have the same packet loss characteristics as for a unicast bearer 
To be addressed by: RAN, UE, SA2, CT1, SA6, SA3 

Description: to the extent that unicast bearers already provide lossless handover without audio gaps, video effects, audio clicks, users will likely not want to use multicast bearers that offer less quality in case of handover. 
Impact on architecture (SA2): In the current architecture, the downlink user plane traffic arrives to the eNB from the network via two independent and uncoordinated paths: via S1-U interface for unicast delivery and via M1 interface for eMBMS delivery. It is impossible to just have lossless handover without delays at the UEs if the same payload packets are not available on the source and target bearers roughly at the same time at the eNBs.  A solution needs to be provided.
Impact on user plane (SA6/CT1, SA3): seamless “make-before-break” handover may require the source and target bearer carry quasi-simultaneously same traffic e.g. same transport protocol (e.g. always UDP), IP headers (e.g. either unicast or multicast addresses), same header compression / FEC status, same encryption status. Handover may also consider application client level input (e.g. what packet numbers are received simultaneously on the source and target bearers), rather than just RF measurements.
Proposed Requirement: The system shall provide  lossless and seamless inter- and intra- cell handover from unicast to multicast bearer, from multicast to unicast  bearer and between multicast bearers. 
Issue S3: Use of “mixed mode” defined in RP-180669: “Dynamic switching between unicast, multicast and broadcast, including means for the network to determine when such switch may be beneficial.”
To be addressed by: RAN, UE, SA2, CT1, SA6, SA3 

Description: Autonomous (under RAN control) switching between multicast and unicast may be of benefit to mission critical services but only in certain cases. Solution needs to address, among others: a) identity of traffic on the bearers, including the presence of multiple different traffic flows on different bearers, transport protocols (UDP vs. TCP), IP addr type (multicast vs unicast), status of FEC and RoHC machines, and use of keys and encryption. b) switching time and data loss due to the switching c) effects on MC service availability when pre-empting a multicast bearer serving many UEs, vs. pre-empting just a few bearers serving some UEs. 
Note on bearer allocation: If the type of serving bearer is unknown and changeable without application involvement, the current group call setup mechanism and signalling, in which bearer characteristics and QOS are determined automatically via IMS and then communicated by P-CSCF to the PC(R)F via Rx may need to be modified.
Some proposed Requirements: 1. Only bearers explicitly tagged  by the  MC application server shall  be eligible for automatic switching between  unicast and multicast   2. Automatic switching shall be seamless and without data loss. 3. The priority and pre-emption level of a multicast bearer that was automatically switched to shall be equal to  the maximum priority and pre-emption levels from among all the unicast bearers that  were switched from.  4. Each restored unicast bearer shall get back its original priority and pre-emption levels in use prior to being switched  to a  multicast bearer.
Issue S4: Release of the GBR unicast downlink without terminating the call, while using a multicast downlink, a unicast GBR uplink and a bidirectional unicast signalling link (non-GBR bearer).
To be addressed by: SA6, RAN, UE, SA2
Description: One of key reasons to use multicast is to save over-the-air capacity.  UEs starting to receive downlink traffic on a multicast bearer within a call should be able to have their unicast GBR links released without being dropped from the call. While holding the PTT button keyed, a user with multicast downlink should be able to establish and maintain an uplink-only GBR unicast link, get TPT and send voice, while meeting the PTT KPI.
Proposed Requirements: 1. Upon establishment of media delivery on multicast, a UE shall have its GBR unicast bearer (s) released for reuse, while remaining in the group call.   2. Upon activating the PTT, the UE shall establish a  GBR unicast uplink for media and be able to send media, within the time constraints  stated by the KPI for group call.
Issue S5: Receive-only (listen-only) mission critical service UE
To be addressed by: RAN, UE, SA6
Description: To save capacity and for some calls and types of UEs and users, receive-only service may be sufficient. Even if an occasional uplink communication is necessary, it can be handled by indicating to the user that the UE is in a degraded service state from which uplink communication may not meet a strict service KPI. SA6 will have to clarify when this state can be used or should not be used (e.g. for emergency service) and how a UE gets into such state. From a RAN point of view, the UE can be in RRC-IDLE mode. 
Proposed Requirements: Receive-only mode shall be supported.
Issue S6: Large number of UEs receiving multicast in a cell and impacts on admission controls

To be addressed by: RAN, UE, SA2, SA6

Description: Real life eNB/gNB implementations limit the number of UEs receiving service in a cell. The limit can be “soft” (e.g. based on total traffic volume over some period of time) or “hard” (e.g. based on a number of resources actually used, reserved or anticipated) and can be fixed, variable and/or configurable up to some point, but it in the end it comes down to a number of only “n” UEs being accepted in the cell. A public safety use case assumes a large incident where first responders keep arriving in the incident area (e.g. a cell) and their number eventually exceeds “n”, even if “n” is being adjusted up based on some conditions. The typical traffic model for group call is for one multicast bearer in the downlink and for up to one (or very few) at the time GBR unicast bearer(s) in the uplink, therefore a very low traffic volume and resource consumption, that does not justify a strong admission control in the cell. The user’s community expectation is that multicast is a solution for unicast congestion, therefore admission control limits, if applied, should be very large.     

Proposed Requirements: 1. Admission control limits, if applied, shall be based on traffic volume actually measured  and/or anticipated based on the mission critical  group call model. 2 Admission control decisions shall  never limit or restrict  the ability of public safety UEs to  access the system.
Issue S7: Group call starting directly on multicast bearer
To be addressed by: SA6, SA2, RAN
Description: It is not clear that the signalling for starting a group call (which may include SDP negotiation between server and client) allows the application clients to avoid an initial setup of unicast GBR bearers, including setup of a unicast downlink. Starting directly on multicast eliminates the need for unicast to multicast handover, instantaneous conditions when unicast congestion and/or pre-emption may occur, or the need to allocate and immediately release unicast resources.
Proposed Requirement: Group calls shall be able to start  directly on  multicast bearer   in the downlink.

Note: Issues S4, S5, S6 and S7 may be related, and solving one may lead to the same solution for others.
Issue S8: Triggering of switching to multicast bearers (prompt detection and notification of RAN events)
To be addressed by: RAN, SA2, SA6

Description: While triggering of multicast based on number of UEs receiving service is a matter of optimization/efficiency, triggering based on occurrence of congestion, data loss and/or pre-emption of unicast bearers is an essential and expected service availability issue. At least the following “events/conditions” need to be detected by RAN and reported promptly to the application server: a) congestion building up above a certain level (i.e. to “danger” zone); b) packets are being dropped because of overload c) pre-emption of unicast or multicast bearer has occurred due to overload d) congestion coming down below a certain level (i.e. to “normal” zone). Work needs to define “congestion” in a way that leads to reporting info that is actionable by the MC application server (e.g. “unless something changes, bearer #7 will be pre-empted 10 seconds from now” or “too much downlink traffic for UE #9”). Work needs also to define the reporting criteria (e.g. “three packets dropped out of last ten”). Actions by the MC application server may involve a request to switch to multicast bearers, but also to start some mitigation action e.g. lower the volume of traffic by signalling the source to lower the codec rate. Immediate restoration of bearer after pre-emption, once the congestion subsides, is also a task of the MC application server to perform for high availability of service.
Specific impacts: RAN2 to detect and report events, RAN3 and SA2 to transport event information via information elements and messages on the interfaces for which they have responsibility, SA6 to treat received event information and send remediation orders.
Proposed Requirement: Likely and actual bearer pre-emption, data dropping, and congestion level events,  shall be detected and reported promptly  to the mission critical application servers  for mitigating action.
Issue S9: QoS and PCC rules should apply to multicast bearers as they do for unicast bearers

To be addressed by: SA2, SA6, RAN
Description: Current architecture does not have a standardized interface between the BM-SC and the PCRF, nor are there equivalent (to PCRF) requirements on the BM-SC on priority and pre-emption. Unlike unicast, MBR is required to be equal to GBR for multicast service. Suspension (pre-emption) of multicast bearers is controlled at the RAN and there are no rules on how RAN selects a multicast bearer for suspension. MBMS session updates do not support increasing the bandwidth of a multicast bearer and it is not clear exactly how and when an MCPTT AS can act to restore a suspended bearer, as it does not seem to be done automatically by the RAN. Packet dropping due to not being able to meet QoS is not being reported to the application server.
Issue S10: Signalling Reliability
To be addressed by: SA2, SA6, RAN

Description: Some message flows for MBMS session management in existing 23.246 and 36.300 have only relatively recently been enhanced to provide more reliable signalling for multicast. These types of changes need to be applied systematically and consistently to all flows and specs, to ensure reliable and robust functioning of multicast session management and the starting/stopping/modification of traffic on multicast bearers. Specifically, “success” shall not be automatically returned as the final result for a request before the possibility of failure is eliminated, completion of an allocation request shall not be signalled before the allocated resources are available for use, and the system shall be able to report on partial success/failure (e.g. a request may be successful in some but not all the cells).
Proposed Requirement: Management of multicast sessions and  bearers  shall use reliable signalling  (i.e. without speculative results  and timings and with accurate and prompt reporting  of events, including  partial success / failure).
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