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1. Introduction
This contribution is proposed to address the editor’s notes in solution 4 - Functional model for IOPS MC system based on only IP connectivity. For that, an IOPS-based discovery procedure has been already introduced to support served user to discover other served users within the IOPS system. Then, the communication between the users is based on an off-network like communication, where the IOPS system is used for the relaying of all the IP packets related to the communication instead of a ProSe communication. Therefore, an IOPS-based communication is proposed here to provide IP connectivity to the MC service communication among discovered users within the IOPS system.
2. Reason for Change
The solution 4 is missing how an MC service communication utilizing the IOPS system for IP connectivity can be achieved. Also, other editor’s notes in solution 4 are addressed.
3. Conclusions

<Conclusion part (optional)>

4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.778 v1.2.0.
* * * First Change * * * *

6.4
Solution 4: Functional model for IOPS MC system based on only IP connectivity

6.4.1
Description

This solution addresses key issue 2-4. One functional model for an IOPS MC system is to only utilize the IP connectivity that the local EPS provides, and by that only provide that MC services from the UEs.
The functional model of the IOPS MC system based on only IP connectivity is illustrated in figure 6.4.1-1. 
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Figure 6.4.1-1: Functional model for an IOPS MC system based on only IP connectivity

In this functional model the users do not obtain the MC services from a local MC service server. The local EPS network only provide IP connectivity. The configuration management client and the group management client needs must retrieve the configuration from the configuration management server and the group management server over CSC-4 and CSC-2 while the users are connected to the primary MC system.

This functional model allows communication between MC service clients where the local EPC only relay the IP traffic. On the application layer most of the off-network procedures could be reused. 
Therefore, as part of this solution, an IOPS MC presence server is implemented to be connected to the local EPC of the IOPS system to support discovering all MC users being served by the IOPS system. Also, an IOPS packet distribution function is implemented together with the IOPS MC presence server and with connectivity to the IOPS system to handle IP packets received from the MC UEs and targeting other MC UEs being served by the IOPS system. In other words, the IOPS packet distribution function supports the IOPS-based IP connectivity communication by performing the IP relaying. The IP packets to be relayed contain the MC service related application data such as signaling control data or application data (control and media) generated by the MC service clients for an off-network MC service communication, as specified e.g. in 3GPP TS 23.303, 3GPP TS 23.280, 3GPP TS 23.379, 3GPP TS 24.379 and 3GPP TS 24.380. Thus, the related application data are transmitted from one MC user to other MC user(s) via the IOPS system instead of being transmitted based on ProSe communication. 
For that, the IOPS-based discovery procedure is based on the publication, subscription and notification of presence information.





Once the MC UEs are being served by the IOPS system, the MC service clients initiates the discovery procedure by publishing their presence information to the IOPS MC presence server. For that, the IOPS MC presence server URI and related IOPS APN(s) to be utilized are provisioned with the initial MC service UE configuration data, as specified in TS 23.280. 
The presence information includes some of the off-network MC service configuration data available in the MC service clients. For instance, if a MC user intends to utilize the MCPTT service while connected to the IOPS system, the presence information at least includes the following parameters (described in TS 23.379 Annex A.3 and TS 23.280 Annex A.4): MCPTT user identity (MCPTT ID), list of user(s) who can be called in private call (MCPTT ID(s)), list of off-network MCPTT groups for use by an MCPTT user (MCPTT Group ID(s)), and ProSe group IP multicast address per MCPTT Group ID. Also, the presence information includes the IP address assigned to the MC UE by the local EPC for the IOPS-based IP connectivity communication (to be based on the IOPS APN).
Upon reception of the publish requests, the IOPS MC presence server stores the MC user presence information and defines the associated MC users as discovered, i.e. MC users that can be reached by other MC users via the IOPS system. How the received parameters within the presence information are managed by the IOPS MC presence server is implementation specific.
When the MC users are discovered by the IOPS MC presence server, the MC users subscribe to be notified about the presence status of other relevant discovered MC users. Relevant MC users can be, e.g., other users which are within the list of users who can be called in private call or users which belong to the same MC service group.
Based on the received presence information, when the IOPS MC presence server identifies that MC users associated to received subscriptions are discovered within the IOPS system, the IOPS MC presence server notifies the MC users about the presence status of their relevant MC users, respectively. The presence status indicates if the relevant MC users are available or not within the IOPS system and it provides information about how to establish an IOPS-based IP connectivity communication with other relevant MC users, e.g. the related IP address to communicate with other MC user.
The IOPS MC presence server may periodically request to the discovered MC users to publish their presence status. Hence, the IOPS MC presence server is aware of presence status changes of the discovered MC users and can notify the MC users with active subscriptions about these changes, respectively.
Figure 6.4.1-2 below describes the IOPS-based discovery procedure considering, as an example, two users, MC user 1 (UE1) and MC user 2 (UE2), where the MC UEs are attached and being served by the IOPS system. The MC users publish their presence information and the MC user 1 subscribes to receive notifications about the MC user 2 presence status. 
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Figure 6.4.1-2: IOPS-based discovery procedure
1. After the MC UEs are attached and being served by the IOPS system, the MC service clients initiate the IOPS-based discovery procedure
2. The MC user 1 at the MC service client 1 (2a) and the MC user 2 at the MC service client 2 (2b) publish their presence information to the IOPS MC presence server
3. The IOPS MC presence server stores the presence information of each MC user and defines the MC users as discovered

4. The IOPS MC presence server may confirm to the MC service clients the reception of the publish requests.

5. The MC user 1 defines the MC user 2 as a relevant MC user, e.g. because the MC user 2 is within the MC user 1’s list of users who can be called in private call, and subscribes to be notified about the presence status of the MC user 2.
6. The IOPS MC presence server activates the subscription for the MC user 1.

7. The IOPS MC presence server may confirm to the MC service client 1 the reception of the subscription request.

8. The IOPS MC presence server, based on the received presence information, notifies the MC service client 1 about the presence status of the MC user 2. The presence status indicates that the MC user 2 is available within the IOPS system and it contains information about how to establish an IOPS-based IP connectivity communication, e.g. the related IP address to communicate with the MC user 2.
9. The MC service client 1 notifies the MC user 1 about the presence status of the MC user 2.

10. The MC service client 1 may confirm to the IOPS MC presence server the reception of the notification message.

The IOPS-based IP connectivity communication re-utilizes the application protocols and procedures defined for off-network direct communication, but the communication is via the IOPS system instead of the PC5 link defined in ProSe communication. For that, the MC UEs implement for the transmission of the IP packets (containing the MC service related application data such as signaling control data or application data) an IP layer supporting IP encapsulation within IP (IETF RFC 2003), i.e. the IP packets are encapsulated with an inner IP header and an outer IP header. The inner IP header includes as IP address destination the related IP address of the targeted MC users(s). For the case of, e.g., a private call the related IP address destination was received within the notification message related to the relevant MC user. For the case of, e.g., a group call the related IP address destination to be utilized is the pre-configured ProSe Group IP multicast address associated to the respective MC service group ID. On the other hand, the outer IP header includes as IP address destination the IP address of the IOPS packet distribution function. The MC UEs may be either pre-configured with the IP address of the IOPS packet distribution function for the IOPS operation or it may also be included in the notification messages as part of the discovery procedure. 
The outgoing IP packets are sent to the MC UE’s lower layers to be transmitted via the IOPS system to the IOPS packet distribution function for IP relaying. Figure 6.4.1-3 depicts the IP encapsulation of the application data for the IOPS-based IP connectivity communication.
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Figure 6.4.1-3 MC UE’s IP encapsulation of application data for the IOPS-based IP connectivity communication
When the IOPS packet distribution function receives the IP packets for relaying, it decapsulates them to get the IP packet containing the inner IP header, i.e. the related IP address of the targeted MC user(s). The IOPS packet distribution function resolves if that IP address destination is related to a Group IP multicast address (i.e. related to a MC service group ID) or to a unicast IP address (i.e. related to, e.g., a called MC user in a private call). Thus, and based on information stored in the IOPS MC presence server, the packet distribution function transmits/relays the IP packets to the targeted MC UE(s) via the local EPS. When the IOPS packet distribution function resolves that the actual IP address destination is related to a Group IP multicast address, the packet distribution function replicates the IP packets to all the MC UEs within the targeted MC service group ID and which are discovered within the IOPS system. The IOPS packet distribution function can resolve the actual IP address destination of the IP packets to be relayed based on the stored presence information available at the IOPS MC presence server, e.g. by checking if the IP address destination matches any IP address, UE’s IP address or Group IP multicast address, published by the discovered users.
In the following, two examples are presented to describe the IOPS-based IP connectivity communication procedure. The first example, depicted in Figure 6.4.1-4, is the case of a MCPTT private call between two MC users (MC user 1 and MC user 2). The second example, depicted in Figure 6.4.1-5 is the case of a MCPTT group call between three users (MC user 1, MC user 2, and MC user 3). The MC users are assumed to be defined as relevant to each other, e.g. the MC users belong to the same MC service group ID or are within the list of users who can be called in a private call.

For both examples, it is assumed that the MC UEs are being served by the IOPS system and the MC users have already performed the IOPS-based discovery procedure with the IOPS MC presence server. Therefore, the MC users have been notified about the presence status of the other relevant discovered MC users within the IOPS system.
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Figure 6.4.1-4 IOPS-based IP connectivity communication – MCPTT Private Call example
1. The MC user 1 at the MCPTT client 1 (operating on the MC UE 1) would like to initiate an MCPTT private call to the MC user 2 at the MCPTT client 2 (operating on MC UE 2).

2. The MCPTT client 1 sends a call setup request towards the MCPTT client 2. The call setup request is based on the off-network procedures as described in 3GPP TS 23.379 but transmitted via the IOPS system, i.e. an IOPS-based IP connectivity communication. For that, at the MC UE 1, the IP encapsulation within IP procedure is performed and the IP packets are sent to the MC UE 1’s lower layers to be transmitted via the IOPS system to the IOPS packet distribution function.

3. The IOPS packet distribution function receives the IP packets from the IOPS system and performs the IP decapsulation. The IOPS packet distribution function resolves that the IP address destination is a unicast IP address of other MC UE within the IOPS system, i.e. MC UE 2.

4. The IOPS packet distribution function relays the IP packets related to the call setup request via the IOPS system towards the MC UE 2.

5. The MCPTT client 2 notifies the MC user 2 about the incoming private call.

6. The receiving MCPTT client 2 accepts the private call and a call setup response indicating the successful call establishment is sent to the MCPTT client 1. As described in step 2, the MC UE 2 also transmits the response IP packets via the IOPS system to the IOPS packet distribution function.

7. As described in step 3, the IOPS packet distribution function resolves that the IP address destination is a unicast IP address of other MC UE within the IOPS system, i.e. MC UE 1.

8. The IOPS packet distribution function relays the IP packets related to the call setup response via the IOPS system towards the MC UE 1.

9. The MCPTT client 1 and the MCPTT client 2 have successfully established the communication media plane based on the IOPS-based IP connectivity communication, i.e. all media plane data are also transmitted via the IOPS system and the IOPS packet distribution function.

10. It is assumed that the call has ended. Therefore, any of the MC users initiates the private call release based on the off-network operation as described in 3GPP TS 23.379. For that, the respective IOPS-based IP connectivity communication procedure is performed and the MCPTT client 1 and the MCPTT client 2 release all associated media plane resources.
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Figure 6.4.1-5 IOPS-based IP connectivity communication – MCPTT Group Call example
1. The MC user 1 at the MCPTT client 1 (operating on the MC UE 1) would like to initiate a group call with the MCPTT group, i.e. a group call targeting the MC user 2 at the MCPTT client 2 (operating on MC UE 2) and the MC user 3 at the MCPTT client 3 (operating on MC UE 3).

2. The MCPTT client 1 as the group call originator sends a group call announcement to the MCPTT group. The group call announcement is based on the off-network procedures as described in 3GPP TS 23.379 but transmitted via the IOPS system, i.e. an IOPS-based IP connectivity communication. For that, at the MC UE 1, the IP encapsulation within IP procedure is performed and the IP packets are sent to the MC UE 1’s lower layers to be transmitted via the IOPS system to the IOPS packet distribution function.

3. The IOPS packet distribution function receives the IP packets from the IOPS system and performs the IP decapsulation. The IOPS packet distribution function resolves that the IP address destination is a Group IP multicast address involving other discovered MC users within the IOPS system. Therefore, the IOPS packet distribution function replicates and modifies the header of the IP packets to target all related MC users within the MCPTT group.

4. The IOPS packet distribution function relays the IP packets related to the group call announcement via the IOPS system towards all the other related MC users within the MCPTT group, i.e. the MC UE 2 and MC UE 3.

5. The MCPTT clients notify the MC users, respectively, about the incoming group call announcement. The MCPTT clients configure the parameters for media delivery by making use of the received parameters in the group call announcement (as described in 3GPP TS 23.379 for off-network operation).

6. The MCPTT clients 2 and 3 send the group call response to the MCPTT group. As described in step 2, the MC UEs also transmit the response packets via the IOPS system to the IOPS packet distribution function.

7. As described in step 3, the IOPS packet distribution function resolves that the IP address destination is a Group IP multicast address involving other MC users within the IOPS system.

8. The IOPS packet distribution function relays the IP packets related to the group call responses via the IOPS system towards all the other related MC users within the MCPTT group, i.e. the MC UE 1, MC UE 2 and MC UE 3, respectively.

9. The MCPTT clients have successfully established the communication media plane based on the IOPS-based IP connectivity communication, i.e. all media plane data are also transmitted via the IOPS system and the IOPS packet distribution function.
10. It is assumed that any of the users initiates the termination of the ongoing group call release based on the off-network operation as described in 3GPP TS 23.379. For that, the respective IOPS-based IP connectivity communication procedure is performed and the MCPTT clients release all associated media plane resources.

6.4.2
Impacts on existing nodes and functionality


The reference points and protocols for the communication with the IOPS MC presence server and the IOPS packet distribution function need to be defined as part of the related normative phase.
6.4.3
Solution evaluation

This solution provides a minimal deployment in each IOPS MC system. A local EPC is needed in each IOPS capable eNB including local connectivity to an IOPS presence server and a packet distribution function. Challenges related to security requirements and data synchronization between the IOPS system and the primary MC system is by this functional mode minimized. The solution requires that all MC service clients are pre-provisioned with necessary MC service configuration and group configuration. The IOPS-based IP connectivity communication based on an IOPS-based discovery procedure implemented by the utilization of an IOPS MC presence server and a packet distribution function for IP relaying connected to the local EPC provides considerably better coverage and capacity when the user communication is based on the IOPS EPS IP connectivity compared to an off-network communication utilizing ProSe. Furthermore, a lower operational complexity can be achieved by the implementation of an IOPS MC presence server and a packet distribution function compared to supporting an on-network based MC service server over an IOPS system. This considering that there is no need for synchronization of data between the central MC service server and all distributed MC servers over IOPS systems.
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