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1. Introduction
This contribution is proposed to address the editor’s note in solution 4 - Functional model for IOPS MC system based on only IP connectivity. For that, a discovery procedure is proposed to be implemented when entering the IOPS operation mode, wherein the IOPS MC system provides only IP connectivity for the MC communication of the users.
2. Reason for Change
The solution 4 is addressing key issue 2-4 by implementing a functional mode of the IOPS MC system to only provide IP connectivity via the local EPS for the communication of the MC users. Hence, the users do not obtain the MC services from a local MC service server, but directly from the MC service clients, i.e. an off-network like operation. However, as stated in the editor’s note, the users being served by the IOPS MC system need to know which other users can be also reached within this system when it enters the IOPS operation mode. For that, an IOPS discovery procedure can be implemented by utilizing a minimal MC server connected to the local EPC. 
The main function of this minimal MC server is just to store and update minimal information received from users being served by the IOPS MC system. This information is processed and then utilized by the MC server to transmit information to all the served users about other relevant users that have being discovered by the IOPS MC system. In other words, the IOPS MC system is in charged of discovering users while in IOPS operation mode. Once the users have received the information of other relevant users, e.g. users within the same MC service group ID, the users perform a “direct” communication supported by the IOPS MC system, i.e. based on EPS IP connectivity.
3. Conclusions

By implementating an IOPS discovery procedure based on utilizing a minimal MC server, the range of communciation among the users and capacity are considerably better compared to an off-network communication utilizing ProSe. Furthermore, a lower operational complexity can be achieved compared to supporting an on-network based MCPTT service server over an IOPS MC system. This considering that there is no need for synchronization of data between the central system and all distributed MC servers over IOPS MC systems.
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.778 v1.1.0.
* * * First Change * * * *

6.4
Solution 4: Functional model for IOPS MC system based on only IP connectivity

6.4.1
Description
This solution addresses key issue 2-4. One functional model for an IOPS MC system is to only utilize the IP connectivity that the local EPS provides, and by that only provide that MC services from the UEs.
The functional model of the IOPS MC system based on only IP connectivity is illustrated in figure 6.4.1-1. 
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Figure 6.4.1-1: Functional model for an IOPS MC system based on only IP connectivity
In this functional model the users do not obtain the MC services from a local MC service server. The local EPS network only provide IP connectivity. The configuration management client and the group management client needs must retrieve the configuration from the configuration management server and the group management server over CSC-4 and CSC-2 while the users are connected to the primary MC system.

This functional model allows communication between MC service clients where the local EPS only relay the IP traffic. On the application layer most of the off-network procedures could be reused. Additional group configuration might be needed in the group management client to maintain on-network group communication after a backhaul failure.


As part of this solution, a minimal MC server is connected to the IOPS MC system to support discovering all users being registered within the IOPS MC system. For that, the minimal MC server manages minimal MC service information received from the served users in the system. Based on this, the minimal MC server transmits to the served users only information about their relevant discovered users.
The information to be managed by the minimal MC server is related to pre-configured basic information (e.g., offline or online configured information) for the registration of users which intend to utilize MC services over the IOPS MC system. This information may be, e.g., some configuration data for the MC service UE in off-network operation mode, as described in 3GPP TS 23.280 Annex A. How these parameters are managed by the minimal MC server can be implementation specific.
Editor’s note: The parameters to be re-used for the IOPS discovery procedure are defined as part of the normative phase.
Once the users have received information from the minimal MC server about relevant discovered users, e.g., users within the same MC service group ID, the users can communicate among them supported by the IOPS MC system, i.e. direct-like communication based on local EPS IP connectivity. Figure 6.4.1-2 below describes the IOPS discovery procedure considering, as an example, two users, UE1 and UE2, which belong to the same MC service group ID.
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Figure 6.4.1-2: IOPS discovery procedure for an IOPS MC system communication based on only IP connectivity
1. The UEs are attached to the macro network
2. The eNB(s) detects link failure to the macro EPC. The UEs are detached from the macro PLMN
3. The IOPS operation mode is initiated. The eNB(s) initiates and announces IOPS operation mode, the local EPC and the minimal MC server are activated
4. The UEs detect the IOPS PLMN and perform attach procedure with the IOPS MC system
5. The UEs register with the minimal MC server. The minimal MC server confirms MC service registration based on pre-configured basic user information
6. The UEs send a publish request to the minimal MC server containing actual user configuration parameters stored at the user’s MC service client (to be managed by the minimal MC server)
7. The minimal MC server manages the user configuration parameters. In this step, the UEs are defined as discovered by the minimal MC server
8. The minimal MC server sends a publish response, e.g. an ACK, to the UEs, respectively (it can be an optional message)
9. The UEs send a subscription request to the minimal MC server to get notifications about the presence of other relevant discovered users
NOTE1: 
Steps 4 to 9 may occur at a different time for each UE, respectively.
10. The minimal MC server notifies the UEs about the presence of other relevant discovered users. For example, in step 10a, UE1 gets notified about the presence of UE2. Likewise, in step 10b, UE2 gets notified about the presence of UE1. The UEs store the notification message information
NOTE2: 
Step 10 may occur at a different time for each UE. For instance, if the UE2 performs steps 4 to 9 after the UE1 has done it, then the UE1 will get notified about the presence of the UE2 (i.e. step 10) once the MC service server has discovered the UE2 (i.e. after step 7 has occurred for the UE2). As UE1 has already been discovered by the MC service server, then the UE2 will get notified about the UE1 (i.e. step 10) after UE2 performs step 9.
11. Based on the subscription notification messages, the UEs can perform an MC service communication, e.g. an MCPTT private call, utilizing the IOPS EPS system for IP connectivity. The IOPS MC system, therefore, acts as an IP router among these UEs locally attached to the same IOPS network.
6.4.2
Impacts on existing nodes and functionality

Editor's Note: Capture impacts on existing 3GPP nodes and functional elements.

6.4.3
Solution evaluation

This solution provides a minimal deployment in each IOPS MC system. Only a local EPC is needed in each IOPS capable eNB. Challenges related to security requirements and data synchronization between the IOPS MC system and the primary MC system is by this functional mode minimized. The solution requires that all MC service clients are pre-provisioned with necessary MC service configuration and group configuration. The IOPS discovery procedure implemented by the utilization of a minimal MC server connected to the local EPC provides considerably better coverage and capacity when “direct” communication is based on the IOPS EPS IP connectivity compared to an off-network communication utilizing ProSe. Furthermore, a lower operational complexity can be achieved compared to supporting an on-network based MCPTT service server over an IOPS MC system. This considering that there is no need for synchronization of data between the central system and all distributed MC servers over IOPS MC systems.
* * * End of first change * * *
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