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Abstract: This document attempts to address the concerns hypothesized by the group with the storage of the affiliation status information.
Discussion: The discussion is structured in two different sections. The first section, addresses the concerns, documented so far, with the storage of affiliation status information in the Group management server. The second section of the discussion makes proposals to resolve such concerns.
Concerns documented so far:

1. Stale data; [GMS will] have to enquire of the MC service servers anyway

The assumption of stale data in GMS is inconceivable if the implementations follow the Standards designed by SA6. 
TS 23.280, requires the MC Service server to issue an update of affiliation status to the Group management server, as soon as the affiliation status is updated in the MC service server. Referring, TS 23.280, subclause 10.8.3.1 MC service group affiliation procedure:
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Figure 10.8.3.1-1: MC service group affiliation procedure

5.
MC service server confirms to the MC service client the affiliation (5a) and updates the group management server with the affiliation status of the user for the requested MC service group(s) (5b).
Therefore, with the updates from the MC service server, the data in Group management server will never be stale. 

Arguments such as, 'if step 5 fails, the data in GMS is stale', are implementation issues and not Standards concern and will apply to almost every procedure where one functional entity is updating another functional entity, for e.g., the GMS updating MC service server about a change in group document.
See related proposal #2.
2. Doesn’t deal with affiliations on different devices: no linkage to signalling plane address

This is not a stage 2 problem; and, is not a difficult one for stage 3 – actually it is already solved.

If directed by stage 2 to handle affiliations on different devices, stage 3 can simply re-use the construct defined for storage of affiliation status on MC service server, to store the affiliations status information on GMS. 
Excerpt from TS 24.379:

See related proposal #4.
3. Backup of data not useful – stale, no linkage to signalling plane

'Backup of data not useful' is a very subjective statement. The backup can be useful in a multitude of scenarios, such as:

· Loss of information in case of MC service server crash – without a backup, all the affiliation status information will be lost requiring the MC users to affiliate again, to each group, when the server is live.

· Quicker reboots – a reboot of the service server will be faster, as the server will not have to process the user profiles again, to generate implicit affiliation data.

· To take snapshots of affiliation statuses for historical purposes.

Stale-ness, is addressed above under bullet 1.

See related proposal #8.
4. Loading and backup are not architectural issues, they are implementation

Load and backup may not be architectural issues per se, but the Standards should be designed in such a way that it is easy for implementation to handle such requirements.

5. Loading of GMS by enquiry process

If loading of GMS by the enquiry process is a problem; loading of MC service server by the enquiry process should be a bigger concern, given that MC service server is responsible for more critical operations like handling call requests. 

See related proposal #7.
6. Signalling storm due to affiliation status updates

In multiple discussions and emails, it has been pointed out that if the affiliation status is stored in the group document of the GMS, theoretically, it may result in signalling storms of several gbps. This can be addressed by limiting the subscriptions-notifications to the information. The document proposes two ways in the next section.
See related proposals, #5 and #6.
7. Dynamic data and ownership of the information
Concerns have been raised that the affiliation status is a dynamic data hence by definition should be stored only in MC service server – although TS 23.280 in subclause 10.1.5.5  defines affiliation status as dynamic data, known to the MC service server, the TS 23.280 does not restrict availability of dynamic data at other functional entities. This is evident by the procedures in subclause 10.1.5.6, subscription and notification procedures, for the dynamic data.
Clearly, the ownership of the data is with MC service server, but it can be subscribed to by other functional entities (currently limited to MC service clients), for synchronization purposes.

See related proposal #1 and 2.
Proposals:

1. Explicitly specify that the MC service server is the owner of the affiliation status information.
· This means that the MC service server relies solely on the information stored at the MC service server; and, does not enquire any other functional entity (read, GMS) before executing any call related procedures.
· This behaviour is similar to group configuration data cached in MC service server; MC service server does not check for updates before initiating a call. If no updates are received from the GMS it is assumed that the information available with the MC service server is the latest information.
2. Extend the procedures in subclause 10.1.5.6 to allow a GMS to subscribe to the affiliation status information in the MC service server.
· This subscription will take care of step 5 of figure 10.8.3.1-1 of TS 23.280.
3. Store the affiliation status in the Group management server. There are more than one ways to do this:
a. Store the information in the Group document on the Group management server.
b. Store the information in a new document on the Group management server.

4. Use a structure similar to the structure defined in TS 24.379 (excerpted above) for handling multiple devices of the user.
5. To reduce the theoretical load on the network due to the notifications:
a. If the information is stored in the Group document (proposal 3a); limit the notifications to authorized users only and supress other notifications.

b. If the information is stored in a separate document (proposal 3b), limit subscriptions to authorized users only.

6. Use the <on-network-allow-getting-affiliation-list> element of the Group document to either supress the unnecessary notifications (proposal 5a) or limit the subscriptions to the new document (proposal 5b).

· Excerpt text from TS 24.481:
The <on-network-allow-getting-affiliation-list> element of an <actions> element of a <rule> element of the MCPTT group document indicates whether the identity matching the rule identified by the <rule> element is allowed to get the list of MCPTT users affiliated to the MCPTT group in on-network MCPTT procedures.

7. Use the procedures described in subclause 10.2.5 of TS 23.280 for membership and affiliation list query.
8. Although the backup data helps in several scenarios, leave the handling and use of backup data out of scope of standards.
Conclusions:

SA6 has spent tremendous time contemplating if the affiliation status information should be stored in the Group management server or not. The discussion above addresses the concerns raised against the storage in Group management server with technical solutions. To make progress on the issues, the author of this document proposes to discuss the above proposals and:
· Agree with proposal 1 and 2.

· Choose and agree with either proposal 3a or proposal 3b.

· Agree with proposal 4.

· Agree with either proposal 5a or 5b in conformance to proposal 3a or 3b.

· Agree with proposal 6, 7 and 8.
9.2.2.3.2	Stored information


The MCPTT server shall maintain a list of MCPTT group information entries.


In each MCPTT group information entry, the MCPTT server shall maintain:


1)	an MCPTT group ID. This field uniquely identifies the MCPTT group information entry in the list of the MCPTT group information entries; and


2)	a list of MCPTT user information entries.


In each MCPTT user information entry, the MCPTT server shall maintain:


1)	an MCPTT ID. This field uniquely identifies the MCPTT user information entry in the list of the MCPTT user information entries;


2)	a list of MCPTT client information entries; and


3)	an expiration time.


In each MCPTT client information entry, the MCPTT server shall maintain:


1)	an MCPTT client ID. This field uniquely identifies the MCPTT client information entry in the list of the MCPTT client information entries.
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