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Abstract: Provides some real system information concerning group affiliations
Introduction
In SA6 #25, there were discussions about whether group affiliation status should be stored in the group management server, and if stored in the group management server whether it should be stored as part of the group configuration information or in a separate table.
If stored in the group configuration information, one outcome is that affiliation information – generated when any group member affiliates to or de-affiliated from a group – is notified to all group members.
The purpose of this paper is to indicate the level of loading that such notifications would cause based on the data from a real radio system.
Data source
The source for the information in this paper is the Airwave system in mainland UK.  Airwave provides mission critical communications service to all emergency service users in mainland UK, and other users whose role is of a critical nature.  Until overtaken by the BDBOS system in Germany, for more than ten years it was the largest public safety radio communications system in the world in terms of number of served users, number of served agencies and number of radio sites providing coverage.  It uses TETRA technology.  It serves approximately 350,000 users.
Static group information
There are 44 Police forces in mainland UK, amongst the total number of agencies on the network.  Police radios are configured with talkgroups for daily use within the users' roles, for alternative duties within the Police force, and for contingencies including situations of a national scale.  Users are trained which talkgroups to use for which purposes, both for day to day use and for unusual events.
Police force radios can be configured with in excess of 2000 talkgroups – thus the user can be a 'group member' of over 2000 groups in 3GPP MC terminology.
To allow for special events, there are approximately 400 national talkgroups for inter-service communication which are configured in all 350,000 users.
There are approximately 30 talkgroups for each Police force, i.e. about 1300 talkgroups altogether, configured in the radios of the 260,000 Police users.  These allow each Police force to be in charge of a number of talkgroups where users from other forces may join for joint operations etc.
Thus each of the Police radios is configured with up to 1700 talkgroups which are used for operations spanning more than one Police force.
The largest Police force on the system – indeed, the largest single Police force in the world, is the Metropolitan Police in London, who have 43,000 users (front line officers and other staff) configured on the system.
Usage information
The system provides service for approximately 100,000 active talkgroup members per day, who provide approximately 1,000,000 affiliations and 1,000,000 de-affiliations.  Approximately 60,000 users are active in the busy hour.  Exceptional situations (e.g. the 2012 Olympics) had over 120,000 users active in a day, with 85,000 in the busy hour.
The average number of affiliated users per talkgroup across the network is between 18 and 20, and each user generates approximately 10 affiliations and 10 de-affiliations per day (i.e. per shift).
A large activity may support in excess of 1000 affiliated users in one talkgroup.  The peak in the last year is in excess of 1300 users in one talkgroup.  In excess of 2000 users may receive service from one radio site.  If an event draws resources from multiple forces in the UK, a national talkgroup is used.
[bookmark: _GoBack]In protest or riot situations, in excess of 700 users within one talkgroup may receive service from the same radio site.
Data for the Met Police taken during July 2018 showed approximately 650 average and 800 peak talkgroups per day.  The total number of talkgroup users was 10,500 per day, with about 7500 of these active in the busy hour.  The average number of users per talkgroup was approximately 16, and the affiliation rate of 5.5 per user (plus 5.5 de-affiliations per user); both of these figures are lower than the national average.
Analysis
A large national talkgroup during an event (1000 affiliated users with a talkgroup programmed in the radios of 85,000 active users in the busy hour) will generate 85,000,000 notifications for each affiliation or de-affiliation event.  If the notification required 1kbyte of data, each affiliation would generate a spike in load of 85Gbytes across the combined air interfaces of the supporting sites of the network.  If a user changes talkgroup 10 times per day, or approximately once per hour with an 8 to 10 hour shift, there will be 2000 such events during an hour (more than one every 2 seconds) just related to this one talkgroup.
If we consider just the talkgroups within one force based on the Met Police data, each of the 7,500 active users in the busy hour is programmed with all of the 800 groups which become active in the day.  If each user generates 5 affiliation and 5 de-affiliation events during the day, this is slightly over one notification per hour generated per user.  As each notification is sent to each other user, this will result in 7,500 * 7,500 notifications per hour, = approximately 56,000,000 notifications per hour.  If we assumed a 1kbyte data per notification, this would result in 56Gbytes of data per hour.
Additionally, the same radios would also be notified about affiliations in national talkgroups.  If we assume 50 national talkgroups active (approximately one per force) with the average 19 users per talkgroup and 2 affiliation events each per hour, this will notify each radio 1900 times per hour, and generate 1900 * 7,500 or approximately 14,000,000 events per hour across the London area.
To consider the worst case effect on a radio site or sector, we can assume that the number of served users in a highly loaded LTE sector is lower than that of a TETRA system.  If we assume ¼ of the number, that could be 500 users on a sector.  The 'local' force traffic, based on the Met Police figures, would provide a load of 7,500 * 500 notifications in an hour, = approx. 3,800,000 notifications.  If we add in five 'high capacity' national talkgroups being active at the same time, each of these generates a further 2000 * 500 notifications, = 1,000,000.  If we also add in 50 'normal' national talkgroups as discussed in the last paragraph, this will add a further 1900 * 500 notifiecations, = approx 1,000,000. Therefore, the total load on that site in the hour is of the order of 6,000,000 notifications, and if each requires 1kbyte of data then approximately 6Gbyte of data is required in the hour on the sector or site for this, or an average of 1.7Mbps.  






