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1. Introduction
This contribution provides a functional model and a procedure for switching group communication between an IOPS MC system and a primary MC system.
2. Reason for Change
According to 3GPP TS 23.401 Annex K, the IOPS network can comprise either:

-
a Local EPC and a single isolated IOPS-capable eNB, which may be co-located or have connectivity to the Local EPC; or
-
a Local EPC and two or more IOPS-capable eNBs, which have connectivity to a single Local EPC.

The IOPS MC system will hence be connected to a single local EPC system with connectivity to one or more IOPS capable eNBs. One approach for the IOPS MC system is to have a complete MC system with functional architecture according to TS 23.280, TS 23.281 and TS 23.282 which may be co-located or have connectivity to the local EPC as described above.

Solution 1: An IOPS MC system in standby based on fully functional MC system co-located with the local EPC.
In such solution it can be assumed that the IOPS MC system will be in standby mode and not used operational when not in IOPS mode. Only connectivity for maintenance (e.g. data synchronization) will be needed to ensure a switch to IOPS mode at backhaul failure. In this solution some functional entities may be omitted e.g. MC Gateway server, Migration Management Server/Client based on the required functionality in the IOPS MC system.

Solution 2: An IOPS MC system actively working and deployed as a partner MC system.

In this scenario the IOPS MC system will be active all the time and users can migrate to the IOPS system and use the service from from the IOPS MC system based on the MC service providers policies. Triggers for migration should be further studied.

Solution 3: An IOPS MC system based on only IP connectivity when in IOPS mode.
A third alternative is to provide a fully UE based MC service solution when in IOPS. This would mean that the IOPS enabled eNB together with the local EPC will only provide local IP connectivity and the MC service client will handle all the MC services when in IOPS mode. This soultion could utilize some part of the functional model for off-network operations.

The advantage with the third solution is that the management of the local MC system could be omitted.

Solution 4: An IOPS MC system based on a split of the participaing and conotrolling servers in the MC service server.

In this scenario the IOPS MC system will be active all the time and users can use the participaing server of the IOPS system and the controlling part of the primary MC system. This solution is independent on the functionality for user migration which was added in Rel-15.
3. Proposal

This pCR propose solution 4 to be added to the TR. It is proposed to agree the following changes to 3GPP TR 23.778 v0.3.0
* * * First Change * * * *

6.x
Solution a: Functional model for IOPS based on an always-on participating server
6.x.1
Description

This solution addresses key issue 2-4. One architectural solution for an IOPS MC system is to have a fully functional and active MC system used during normal operations. In the IOPS MC system the MC service server only execute the participating role during normal operating conditions and the primary MC system execute the controlling role. When the connection between the IOPS MC system and the primary system breaks the IOPS MC system execute both participating and controlling role of the MC service server.
Firgure 6.x.1-1 below illustrates the deployment where several MC service servers assigned the participating role within one MC system are used for multiple UE based on their location. When the backhaul failure occurs, the IOPS MC system performs both the participating and controlling function.
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Figure 6.x.1-1: IOPS MC system providing the participating function
The functional model of the IOPS MC system is illustrated in figure 6.x.1-2. For simplicity some of the internal reference points are not illustrated in the figure.
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Figure 6.x.1-2: Functional model for an IOPS MC system based on always on participating server
In this functional model the users may be transferred to the IOPS MC system and actively use the MC service server’s participating function. This trigger to transfer the users may be based on the UE location and the MC service provider policy, and by that receive part of the MC services from the IOPS MC system. This takes place prior that the IOPS mode is triggered by backhaul failure.
In the normal operation i.e. the backhaul transmission works, the common services core in the IOPS MC system is not used, instead the MC service client and the MC service server in the IOPS MC system is connected to the common services core in the primary MC system. When there is a backhaul failure the common services core in the IOPS MC system is used instead. 
6.x.2
Solution evaluation

This solution provides a minor deviation from the functional model in a primary MC system. A few functional entities and reference points can be removed since they are not needed in the IOPS MC system. The users using the IOPS MC system need to switch to use the participating function of the MC service server in the IOPS MC system prior to the transition to IOPS mode. User and service data synchronization is limited to users that are using the IOPS MC system prior to a backhaul failure. There may be an issue in providing service to users who have not been transferred to the IOPS MC system prior to the backhaul failure as their configuration data will not be accessible during the backhaul failure. For these users there must be another data synchronization solution in place prior these users may enjoy MC services in IOPS mode.
This solution is not the preferred solution in a nomadic deployment.

6.y
Solution b: Procedure for switching between primary and IOPS MC system

6.y.1
Description

This solution address key issue 2-3.  The solution utilizes the architecture defined in solution a. In the procedure defined in this subclause the MC service client is triggered to re-register to the IOPS MC system and use the participating function in the MC service server in the IOPS MC system and the controlling function in the MC service server in the primary MC system.
6.y.2
Procedure

Figure 6.y.2-1 below specify the procedure for switching an MC service client from the primary MC system to the IOPS MC system. It requests the user to re-register in the IOPS MC system, while keeping part of the functionality (the controlling function) in the primary MC system.

Pre-conditions:

-
The MC service client is authenticated and authorized by the primary MC system.

-
The MC service client must be registered in the primary MC system.
-
The MC service client has affiliated to one or several MC service groups.
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Figure 6.y.2-1: Switching from the primary MC system to an IOPS MC system.
1.
Group communication is handled by the primary MC system solely. 
2.
The MC client or the MC service server in the primary MC system detects that the MC client is in proximity of an IOPS MC system. How this is detected is implementation specific. 
NOTE:
Step 2 could be triggered by detecting that the cell that the UE is currently attached to is IOPS capable or that the MC service server knows that a neighbouring cell to the currently attached cell is IOPS capable.

3.
In the scenario that the MC service server in the primary MC system decides that the MC services client shall be transferred to the IOPS MC system, the MC service server sends a re-registration request to the MC service client.
4. 
The MC service client performs the authentication and registration procedure as defined in 3GPP TS 23.280 [7].
NOTE:
The re-registration in step 4 will cause service interruption and could be avoided during active group communication.
5.
The MC service client affiliates to the MC service groups of interest, that request for affiliation is forwarded to the controlling function in the MC service server both in the IOPS MC system and the primary MC system.

6.
Group communication is handled by the participating function in the IOPS MC system and the controlling function in the primary MC system.

7.
The connectivity between the IOPS MC system and the primary MC system breaks.

8.
Group communication is handled by the IOPS MC system solely.

When the connectivity between the IOPS MC system and primary MC system is restored the group communication may continue, utilizing the primary MC systems controlling function. In this case any group affiliations that was done during IOPS mode must be forwarded to the primary MC system’s MC service server.
6.y.3
Solution evaluation

This solution provides an efficient way to transfer ongoing calls from a primary MC system to an IOPS MC system when there is a failure in the connectivity between the IOPS MC system and the primary MC system. 
This solution will utilize the existing stage-2 and stage-3 procedures for call setup procedures floor control for procedures involving one single system. The solution does not need to use the more complex procedures involving multiple MC service servers.
Users that has not been transferred to the IOPS MC system prior the failure needs to perform the authentication procedures (according to 3GPP TS 23.280 [7]) before accessing the service.
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