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1. Introduction
This contribution proposes solution for key issue#21.

2. Reason for Change

In TR 23.795, key issue#21 was specified as follows:

5.21
Key issue 21 – V2X application support for network slicing

Network slicing is a set of technologies to support network service differentiation and meet the diversified requirements from tenants like vertical industries as specified in subclause 5.15 of 3GPP TS 23.501 [11]. Network slice is a logical network that provides specific network capabilities and network characteristics. The application support for slices is a standardized feature in 3GPP 5GS and mainly involves the interaction between the 5GS (e.g. slice management system) and the 3rd party (tenants) for the pre-commissioning, operation and management of the slice end-to-end as specified in 3GPP TS 28.530 [20].

In V2X use cases as defined in 3GPP TS 22.186 [3], both safety and non-safety communications need to be supported with diverse and conflicting KPIs (latency, reliability, throughput). A V2X service provider may use one or more network slices for V2X to bundle one or more V2X services to support multiple KPI and QoS requirements. 

The network slice for V2X will be of slice type URLLC. The slice types are specified in 3GPP TS 23.501 [11]. The specific details of the network slice for V2X is not yet defined.

Further study is required to determine how to abstract the network slice details from the V2X application to enable the most efficient utilization of network resources across V2X services.
2.1 Requirements analysis

In V2X use cases as defined in SA1 (TS 22.186), both safety and non-safety communications need to be supported with diverse and conflicting KPIs (latency, reliability, throughput). Furthermore an additional aspect is the support for multiple Levels of Automation (LoA) by the V2X services which reflect to different QoS requirement from the application side. 

Network slicing accommodates distinct Service Level Agreements (SLAs) and support a fully customized network resource provision translated into different end-to-end (E2E) KPIs, transforming the static “one size fits all” paradigm to a network of capabilities, wherein logical networks are created on-demand with the appropriate isolation, and resource optimization to serve a particular service type.  
A Network Slice Instance, which represents the realization of a network slice for a particular service or service instance, can be defined as a set of network functions and the resources for these network functions arranged and configured, forming a complete logical network to meet certain network QoS requirements at a certain area.
In V2X, different requirements in terms of network features may need to be supported dynamically given the application requirements (e.g. a LoA Change, dynamic group formations etc). Also, the network slicing even if it can be seen as a 5G network requirement; may necessitate the dynamic interaction between the application-layer and 5GS to ensure the fulfilment of slice KPIs, by monitoring and triggering the adaptation of network QoS, traffic routing and other network parameters.

This modification of Network Slice Information (scale in/out, RRM policies) is currently a task of Slice Management System (SA5, TS28.530/1) and can be performed in larger time scale. Here, due to the criticality and the group nature of the services as well as the dynamic change of LoA resource requirement, we propose the direct interaction of application and the underlying communication system using the VAE server as the enabler for the translation between network slicing and application requirements and vice versa.

2.2 V2X application requirements from the underlying 3GPP network systems 
The VAE server / client should be capable to abstract network slicing information which may be essential for the QoS / resource provisioning by:
· Mapping of V2X application's LoA requirements to different network requirements, which may correspond to different possible slice instances or slice instance configurations (protocols, functions and resource requirements), provided by 3GPP network system (5GS). This information should be configurable at the 5GS (using Npcf, N33). 
· Receiving monitoring events, w.r.t slicing status (congestion, load). The monitoring of network analytics from NWDAF is specified in subclause 7.7.1.4; and according to SA2 these analytics include slicing status information;
2.3 Gaps in existing mechanisms

Currently, Npcf, N33 interfaces do not support the exchange of information between 5GS and V2X application layer for:

· Receiving monitoring events, w.r.t slicing status (congestion, load). (The solution#7 in TR 23.795 addresses this aspect)
· Configure network requirement w.r.t slicing support dynamically for a V2X service subject to different LoAs.
To support V2X application layer requirements (mentioned in 2.2 above), support is also required over Npcf.
It is proposed that the VAE capabilities provide the required abstraction and communication with the underlying 3GPP network system (5GS) for slicing aspects related to the V2X applications, as described above.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 23.795 v1.0.0.
* * * First Change * * * *

7.X
Solution #X: Abstraction and control of network slice instance for V2X communications
7.X.1
Solution description

7.X.1.1
General
This solution addresses the key issue 21. The VAE capabilities abstracts the network slice information and its usage from the V2X applications. 

A LoA change (e.g. triggered by V2X UE or by V2X application specific server) may trigger adjustment of the network resources (impacting network slice) for the affected V2X UEs corresponding to the V2X service. The result may be dynamic modification of resources of the network slice instance (scale in/out, resource management policies) if this change affects multiple V2X UEs or the network-triggered re-selection of network slice instance for the V2X UE. 

The VAE Server has the capability to translate the LoA change to appropriate network resource adjustment information for the network slice instance and to further communicate with the control plane of the 5GS (via NEF) for adjusting network slice instance parameters.
7.X.1.2
Procedure

The solution is described in the high-level procedure illustrated in figure 7.X.1.2-1.
Pre-conditions:

1.
The VAE server has the mapping relationship of LoA information and network slice instance information corresponding to the V2X services and the VAE server has provided this mapping relationship information to the VAE client;

2.
The UE is connected to a network slice (assuming URLLC slice type), and is mapped to a Network Slice Instance (NSI) by the 5G network system; and 

3.
V2X UE is attached to a network slice instance using the communication procedures as specified in 3GPP TS 23.501 [11], subclause 5.15.1.
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Figure 7.X.1.2-1: Abstraction and control of network slice instance for V2X communications

0.
The VAE server receives periodically network and QoS monitoring as specified in subclause 7.7.1.4, which includes network slice analytics and performance monitoring information (slice congestion, load, etc).
1.
The VAE server sends periodic monitoring information of actual and predicted network metrics (e.g. delay, error rate) to VAE client to ensure up-to-date network resource situation.

2.
The V2X application layer at the V2X UE triggers a LoA change based on the network metrics and V2X UE context information (e.g. received V2X service KPIs, trigger of LoA change from other V2X UEs corresponding to the V2X service).

3.
The VAE client translates the LoA change information to a network metric adjustment information (e.g. change in bandwidth) and further sends a network resource adjustment request to the VAE server.

4.
The VAE server communicates with the appropriate entity (e.g. NEF) of the underlying 3GPP network system to modify the network slice instance parameters and the resources involved in the V2X communications with the information of affected V2X UEs.

5.
The VAE server provides a success or failure indication via the network resource adjustment response to the VAE client

6.
If the network resource adjustment was successful, the V2X UE performs the LoA change in coordination with other affected V2X UEs with the support of the V2X application specific server. If the network resource adjustment has failed (e.g. due to resource unavailability), the V2X UE attempts to re-select network slice instance using different KPIs as specified in 3GPP TS 23.501 [11], subclause 5.15 and thereafter performs LoA change procedure with the support of the V2X application specific server.

7.X.2
Solution evaluation

This solution enables VAE server to abstract and control the network slice instance aspects for V2X communications by supporting the translation of the application requirements to the network requirements and communicating with the underlying 3GPP network system(s).
* * * End Change * * * *
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