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Abstract: This contribution provides the discussion about supporting MEC with CAPIF
1. Relationship of MEC and CAPIF
As specified in ETSI GS MEC 003, the MEC support functionalities similar to CAPIF as highlighted below:

	7.1.2
MEC platform

The MEC platform is responsible for the following functions:

· offering an environment where the MEC applications can discover, advertise, consume and offer MEC services (see clause 8), including, when supported, MEC services available via other platforms;

· receiving traffic rules from the MEC platform manager, applications, or services, and instructing the data plane accordingly. When supported, this includes the translation of tokens representing UEs in the traffic rules into specific IP addresses;

· receiving DNS records from the MEC platform manager and configuring a DNS proxy/server accordingly;

· hosting MEC services, possibly including services that are described in clause 8;

· providing access to persistent storage and time of day information.

7.1.3
MEC application

MEC applications are running as virtual machines (VM) on top of the virtualisation infrastructure provided by the MEC host, and can interact with the MEC platform to consume and provide MEC services (described in clause 8).

In certain cases, MEC applications can also interact with the MEC platform to perform certain support procedures related to the lifecycle of the application, such as indicating availability, preparing relocation of user state, etc.
MEC applications can have a certain number of rules and requirements associated to them, such as required resources, maximum latency, required or useful services, etc. These requirements are validated by the MEC system level management, and can be assigned to default values if missing.

7.2.1
Reference points related to the MEC platform

Mp1:
The Mp1 reference point between the MEC platform and the MEC applications provides service registration, service discovery, and communication support for services. It also provides other functionality such as application availability, session state relocation support procedures, traffic rules and DNS rules activation, access to persistent storage and time of day information, etc. This reference point can be used for consuming and providing service specific [i.3] functionality.

Mp3:
The Mp3 reference point between MEC platforms is used for control communication between MEC platforms.




Figure below captures the role that MEC entities play in the context of the 3rd party applications providing and consuming services.
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As illustrated in the figure above, the following relationship exists between MEC and CAPIF:

a.
The MEC app takes the role of the API invoker when the MEC app is invoking the service offered in MEC.

b.
The MEC app takes the role of the API provider domain functions (AEF, API publishing function, API management function) when the MEC app is providing service in MEC.

c.
The MEC platform takes the role of the API provider domain functions (AEF, API publishing function, API management function) when the MEC platform offers services in MEC (via ME service or proxying for MEC service from MEC app or offering MEC service from another MEC platform).

d.
The MEC platform takes the role of CAPIF core function when the MEC platform provides the capabilities to advertise and discover services in MEC (via service registry).

e.
The reference point Mp1 supports
· CAPIF-1 for MEC app to perform MEC service (both local and remote) discovery on MEC platform;
· CAPIF-2 for MEC app to perform service invocations on MEC services via the MEC platform;

· CAPIF-3 for MEC app (offering MEC service) to support procedures related to the lifecycle of the application, such as indicating availability, etc.

· CAPIF-4 for MEC app to perform service advertisement on MEC platform.

f.
The MEC host takes the role of a CAPIF instance because the MEC host deploys all the entities of CAPIF.
OBSERVATION 1: MEC can support interactions compliant with CAPIF.

OBSERVATION 2: ETSI MEC has specified Mp3 reference point for inter-MEC platform interactions but the details of Mp3 reference point are not available. Whereas ETSI MEC has not specified inter-MEC platform interactions across PLMN operators.

2. MEC should support vertical industry apps (e.g. V2X)
Several use cases for vertical domain applications (e.g. building automation system, massive sensor network, augmented reality, V2X applications) are specified in TR 22.804 and TR 22.886 which can be deployed in a mobile edge system.

Considering the strict performance requirements for vertical domain applications (e.g. V2X), MEC plays a vital role in supporting such applications. So, it is strongly required the MEC interactions in some scenarios as below..
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PLMN 1 and PLMN 2 have business relationship and both deploy the MEC in their PLMN networks in area 1. The V2X application provider (e.g., BMW) may place its V2X APP (Network side) in MEC1 in PLMN 1. The vehicles in area 1 have subscriptions to either PLMN 1 or PLMN 2 and can install the V2X APP (Client side). 
When a V2V message from a vehicle is destined for the vehicles in area 1, the message is delivered over Uu with MBMS. The MBMS service at MEC1 will be invoked by the V2X APP for V2V message broadcast in area 1. However, the vehicles subscribed to PLMN 2 cannot receive the V2V message because the V2X APP in MEC1 could not discover the corresponding broadcast service in MEC 2.
In CAPIF context, the deployment of a MEC host corresponds to the deployment of a CAPIF instance which consists of a CAPIF core function, at least one AEF, at least one API publishing function, at least one API management function and one or more API invokers. When multiple MEC hosts are deployed, it corresponds to deployment of multiple CAPIF instances.

In CAPIF context, inter-CAPIF interactions corresponds to the following requirements:
a.
Supporting publish and discovery of CAPIF instances.

b.
Supporting discovery of service APIs of multiple CAPIF instances.
c.
Supporting service API invocations across multiple CAPIF instances.
OBSERVATION 3: Inter CAPIF interactions should be supported when multiple CAPIF instances are deployed by a single CAPIF provider. Also inter CAPIF interactions should be supported between CAPIF instances deployed by multiple CAPIF providers.
3. Enhancement to CAPIF architecture
Based on the above observations, an enhanced CAPIF model is illustrated in the figure below:
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Multiple CAPIF instances can be deployed in a trust domain. When multiple CAPIF instances are deployed, a CAPIF core function designated as the PLMN level controller (CCF-PLC) is required to aggregate the information about the CAPIF instances deployed in multiple trust domains. 
The role of PLMN level controller may be designated to the CAPIF core function in any CAPIF instance within a trust domain. The information of the CCF-PLC is configured on the CAPIF core function of all the CAPIF instances within the trust domain.
The CCF-PLC supports publish and discovery of CAPIF instances within and across the trust domains.

4. Conclusion
The above enhancement to CAPIF architecture with the support for multiple CAPIF instances and the discovery of CAPIF instances within and across trust domain supports the 3rd party application communications within a MEC environment.
It is proposed to agree corresponding CR proposal in the S6-181079.

Background of ETSI MEC and CAPIF
The Mobile edge system is based on ETSI MEC and the analysis of ETSI MEC API framework is available in TR 23.722, Annex C as shown below:

	Annex C:
ETSI MEC API framework

C.1
General

NOTE:
Although the scope of the present document covers stage-2 aspects of the CAPIF, this annex contains both stage 2 and stage 3 aspects of the ETSI ISG MEC specifications for informative purpose. 

Multi-access Edge Computing (MEC) offers application developers and content providers cloud-computing capabilities and an IT service environment at the edge of the network. This environment is characterized by ultra-low latency and high bandwidth as well as real-time access to radio network information that can be leveraged by applications. Operators can open their Network edge to authorized third-parties, allowing them to flexibly and rapidly deploy innovative applications and services towards mobile subscribers, enterprises and vertical segments.

In its first phase, ETSI ISG MEC has covered aspects of Mobile Edge Computing (i.e., of the hosting of applications in various places close to the edge of the mobile network, and of enabling local or remote applications to provide and consume services). In its second phase, ETSI ISG MEC has changed its name to "Multi-access Edge Computing" to indicate that it extends its scope to other access networks, such as WiFi or fixed, and looks at using NFV for MEC deployments. The MEC API framework has been developed to be flexible and generic with the goal to have applicability beyond the mobile edge, and moreover, harmonization with the API principles used at ETSI NFV has been one of the main design principles.

ETSI ISG MEC has developed its own RESTful API Framework (see ETSI GS MEC009 [9]). The ETSI MEC framework and reference architecture specified in ETSI GS MEC 003 [10] provides aspects of the interaction of application with services of the mobile edge platform. The MEC application enablement specified in ETSI GS MEC 011 [11] specifies the Mp1 interface including the aspects about the API supporting functions.
The reference architecture of ETSI MEC is shown in figure C.1-1:
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Figure C.1-1: ETSI MEC reference architecture

The MEC services can be hosted on the mobile edge platform or provided by applications. They are accessible via APIs through the Mp1 reference point by the applications.
C.2
MEC Application Enablement

The mobile edge platform offers an environment where mobile edge applications can discover, advertise, consume and offer mobile edge services.

Via the Mp1 reference point between the mobile edge platform and the applications, basic functions of application enablement are provided via a REST API.
The functions of application enablement include:
a.
mobile edge service assistance:

-
authentication and authorization of producing and consuming mobile edge services;

-
a means for service producing mobile edge applications to register towards the mobile edge platform the mobile edge services they provide, and to update the mobile edge platform about changes of the mobile edge service availability;

-
a means to notify the changes of the mobile edge service availability to the relevant mobile edge application; and

-
a means for applications to discover the available mobile edge services.
b.
mobile edge application assistance:

-
mobile edge application start-up procedure; and

-
mobile edge application graceful termination/stop.

c.
traffic routing:

-
traffic rules update, activation and deactivation;

d.
DNS rules: 

-
DNS rules activation and deactivation;

e.
timing:

-
providing access to time of day information;

f.
transport information:

-
providing information about available transports.
Items (c) and (d) are used to control the traffic routing feature provided by the mobile edge host. Items (a) and (f) relate to functionality of a service API registry. Item (b) relates to application management and item (e) is used for time synchronization.

The API defined for application enablement follows the API principles that are defined in ETSI GS MEC009 [9]. This way, a unified approach for API registration / discovery and for the actual APIs is followed.

The APIs of ETSI MEC are primarily REST-based. In addition, support high volume, low latency distribution of information beyond the capabilities of HTTP-based APIs, the ETSI MEC API framework allows for the use of so-called "alternative transports". Alternative transports are based on the use of implemenation technologies such as message buses or RPC techniques, combined with serializers that create a compact, typical binary, on-the-wire representation of the data. Alternative transports allow higher throughput than HTTP and are typically not be fully standardized. By the use of the "alternative transports" concept, the API registry allows to signal the necessary configuration parameters of the actual transport, such as IP addresses, ports, URIs etc; as well as the used serializers.

C.3
Design aspects of ETSI MEC APIs

C.3.1
General

ETSI MEC defines an API framework for Mobile Edge Service APIs in ETSI GS MEC 009 [9]. It is based on REST and its implementation based on Richardson Maturity Model. All Mobile Edge service APIs shall implement at least Level 2 of the Richardson Maturity Model. It is mostly a client-server model. Any API designed should be compliant with it.
As part of the API framework, ETSI MEC defines:

a.
Entry point of a Mobile Edge service API;

b.
API security and privacy considerations;

c.
API template; and

d.
Patterns of the API.

C.3.2
Entry point of a Mobile Edge service API
The important aspects of the API entry point are:

a.
Every API needs to have only one entry point. The URL of the entry point needs to be communicated to API clients so that they can find the API.

b.
The API description should consist of information like API version, features, resources, etc.

c.
API entry point can be manually provided to the API developer or is automatically discovered.

C.3.3
API security and privacy considerations
Security and privacy considerations to allow proactive protection of the APIs against the known security and privacy issues, e.g. DDoS, frequency attack, unintended or accidental information disclosure, etc. A design for a secure API should consider at least the following aspects:

a.
Control the frequency of the API calls (calls/min).

b.
Anonymity of the real identities.

c.
Authorization of the applications. For this, two schemes are defined – one based on OAuth and one based on TLS credentials.
C.3.4
API template

The details of the API are specified in an API template. It includes the following structure:

1.
Sequence Diagrams – Provide the description of procedures for the API.

2.
Data Model – Provides the details of different data types like the resource data types, subscription criteria data types, notification data types, referenced structured data types, referenced simple data types and enumerations.

3.
API definition – Provides the details of the API, such as global definitions and resource structure, description and definition of each resource, methods associated to each resource (i.e. GET, PUT, PATCH, POST, DELETE).

C.3.5
Patterns of the API

The patterns are used to model common operations and data types in the RESTful MEC APIs. The defined patterns are used consistently throughout the REST-based mobile edge service APIs. The following patterns are specified:

a.
Name syntax;

b.
Resource identification;

c.
Resource representations and content format negotiation;

d.
Resource creation;

e.
Reading a resource;

f.
Queries on a resource;

g.
Updating a resource;

h.
Deleting a resource;

i.
Task resources;

j.
Subscribe/Notify;

k.
Asynchronous operations;

l.
Links (HATEOAS);

m.
Error responses; and

n.
Authorization




Several 3rd party applications from vertical domains will be deployed in an edge computing system supported by 5GS and the 3rd party applications will be able to provide and consume services (internal to edge computing system and 3GPP northbound APIs). The capabilities in ETSI MEC like mobile edge service assistance is very useful for this purpose.

3GPP has specified CAPIF in TS 23.222 which provides the capabilities to support service API discovery similar to ETSI MEC's mobile service assistance and transport assistance functions. 
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