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1. Introduction
There exist some misliagnments and inconsistencies of evaluations between the various solutions related to configuration. In particular, the need for manual configuration versus automatic configuration, and their associated advantages and disadvantages, is not consistently captured in the respective solution evaluations.
2. Reason for Change
There exist some misliagnments and inconsistencies of evaluations between the various solutions related to configuration.

Some solutions related to configuration for migration and interconnection discuss only the disdvantages of automatic configuration i.e. where configuration is obtained in real-time/as needed. However, a more balanced and consistent evaluation is needed whereby all solutions related to configuration evaluate whether manual configuration is needed or automatic configuration takes place, and discuss both the advantages and disadvantages with that configuration method.

Also, the evaluations for solutions 7 and 8, which are very similar but differ only in which entity provides the configuration to the MC service UE, have some aspects evaluated in solution 8 but not in solution 7, even though those aspects apply in some way to both.

Finally, some minor editorial corrections are also made in some places.

3. Proposal

It is proposed to agree the following changes to 3GPP TR 23.781 v1.1.0.
* * * First Change * * * *

6.1.3
Solution Evaluation

Editor's Note: Use this section for evaluation at solution level.
This solution describes system level configuration which will be necessary as a precondition to interconnection and migration. It has the advantage that functionality can be enabled simply at a system level to define the service available to users under interconnection or migration scenarios. 
New service configuration from each partner MC system needs to be manually configured into the primary MC system whenever it is updated.
NOTE:
How MC system providers acting as partner MC systems push updates to migration partners (i.e. to primary MC systems) is assumed to take place via some off-line means, of which are outside the scope of the present document.
For each individual user and group, aspects of the user configuration for migration and for interconnection (such as lists of users and groups permitted for communication in these circumstances) will be dependent on this system level configuration to allow the services to proceed. The relevant user level configuration is described in Solution 4, subclause 6.4.
* * * Next Change * * * *

6.2.3
Solution Evaluation

This solution allows an MC service UE to be configured with all of the required information needed to access a partner MC system, the partner MC system's PDN(s), and the partner MC system's SIP core (as described in Scenario 1, specified in subclause 4.1.1). Existing messaging is largely reused, with only new parameters needed in most cases, however, one new reference point is needed between the configuration management servers in the primary MC system and partner MC system. No new nodes are required.

This solution has the advantage of being able to reuse the existing MC service SIP security parameters (i.e. the existing IMS-AKA security mechanism data already stored in the ISIM on the UICC) available to the MC service UE. Such reuse negates the need to provide, specifically for migration, additional SIP security mechanism data (therefore eliminating the need for confidential information to be sent OTA) or even a whole new SIP security mechanism in addition to IMS‑AKA (which is currently the only SIP security mechanism specified by SA3 for use in MCPTT). This solution requires connectivity between the partner MC system and primary MC system. Such connectivity, at least at the IP layer, is already available in order to provide for migrated MC users to connect back to their respective primary MC systems (MC system interconnection). What is new in this solution is a CSC-4-like reference point e.g. an HTTP based reference point, which is likely to be little to no impact on such entities as firewalls that already need to police SIP signalling and associated media (e.g. SRTP, SRTCP, etc). However, whilst there is a minor disadvantage in adding a new reference point based on messaging and parameters already found in an existing reference point, there is also a major advantage in that updates from the partner MC system can be automatically and immediately taken into account by the primary MC system and vice versa i.e. no off-line configuration swapping between primary and partner MC systems is required.
Another advantage is that, where needed, the primary MC system can provide specific SIP public user identity and SIP private user identity for migration (see steps 4-6 in figure 6.2.1-1) allowing obfuscation of the SIP public user identity and SIP private user identity used by the primary MC system, as well as the ability to immediately terminate, and prevent any further, SIP logins from the SIP core of the partner MC system. Depending on implementation and O&M, this could be done for all partner MC systems or on a per partner MC system basis.

* * * Next Change * * * *

6.4.3
Solution Evaluation

Editor's Note: Use this section for evaluation at solution level.
This solution describes the service specific configuration needed in order to perform interconnection to another MC system.
The majority of the configuration information originates from the operational and security policy of the primary network. However application level information such as lists of groups and service configuration from each partner MC system needs to be manually configured into the primary MC system whenever it is updated.
NOTE:
How MC system providers acting as partner MC systems push updates to migration partners (i.e. to primary MC systems) is assumed to take place via some off-line means, of which are outside the scope of the present document.
The solution provides lower impact in the primary MC system if the configuration for interconnection is the same as, or similar to, the configuration used in the primary MC system.
This solution will operate in conjunction with Solution 1, system authorization and configuration for interconnection and migration, described in subclause 6.1, to provide both system level and individual user level authorization and configuration for interconnection.
* * * Next Change * * * *

6.5.3
Solution Evaluation

Editor's Note: Use this section for evaluation at solution level.
Solutions 5.1, 5.2 and 5.3 propose gateways which provide a single point of connection to an MC system, by use of which a group management client can retrieve group configuration information, whilst hiding the topology of the MC systems. Solution 5.3 proposes a gateway for both the MC system of the group management client and the MC system of the group management server, whereas solutions 5.1 and 5.2 only consider a gateway in one of the two systems. Because of the need to hide the topology of both systems, solution 5.3 (which is a combination of solutions 5.1 and 5.2) is preferred.
The solutions also allow an MC system to modify the group management configuration provided by a partner MC system (where that partner MC system is the primary system of the MC group) thus allowing local policies to be enforced. New service configuration from the primary MC system of the MC service group can be automatically taken into account by the primary and partner MC systems of the MC service group whenever it is updated, due to connectivity between the primary MC system of the MC service group and the partner MC systems of the MC service group.
* * * Next Change * * * *

6.6.3
Solution Evaluation

This solution provides a means for MC user configuration to be provisioned for operation on a partner MC system, and allows the partner MC system to apply local configuration requirements.

There may be a provisioning impact to configure the partner MC system with the configurations needed for visitors. The impact will be determined by the granularity of the information needed (per migrating MC user, per MC system, etc) and the need to allow for all possible visitors, or specific visitors determined in advance of planned migration. Also, new service configuration from each partner MC system needs to be manually configured into the primary MC system whenever it is updated.

NOTE:
How MC system providers acting as partner MC systems push updates to migration partners (i.e. to primary MC systems) is assumed to take place via some off-line means, of which are outside the scope of the present document.
The solution allows for lesser impact in the primary MC system if the configuration for migration is the same as or little different from the configuration used in the primary MC system. The solution allows for a lesser impact in the partner MC system if the configuration needed for visitors is defined with large granularity (e.g. per system or per migrating organization).

The specific sets of configuration data that need to be modified for migration in the MC service user database in the primary MC system and the partner MC system need to be specified.

* * * Next Change * * * *

6.7.3
Solution Evaluation

This solution allows a migrated MC service client to receive user configuration information in the partner MC system of that MC client, and allows the partner MC system to modify the user configuration information according to local policy.

The MC service client will need to be configured with access information and credentials for all possible partner MC systems before migration takes place. This solution will not permit open access to a partner MC system for which access information and credentials have not been pre-provisioned.
This solution requires connectivity between the partner MC system and primary MC system. Such connectivity, at least at the IP layer, is already available in order to provide for migrated MC users to connect back to their respective primary MC systems (MC system interconnection). What is new in this solution is a CSC-4-like reference point (e.g. an HTTP based reference point) and a CSC-13-like reference point (e.g. a Diameter based reference point), which are likely to be little to no impact on such entities as firewalls that already need to police SIP signalling and associated media (e.g. SRTP, SRTCP, etc). However, whilst there are minor disadvantages in adding new reference points based on messaging and parameters already found in existing reference points, there is also a major advantage in that updates from the partner MC system can be automatically and immediately taken into account by the MC service UE i.e. no off‑line configuration swapping between primary and partner MC systems is required.
Allowing the partner MC system to perform the final configuration protects the partner MC system against clients with a configuration that conflicts with policies within the partner MC system. However, the migrating MC service user is exposed directly to the partner MC system's configuration management server for configuration information valid in that partner MC system and therefore there needs to be an appropriate level of trust for configuration with all partner MC systems that may provide the MC service user with MC service for this to not be a threat to that MC service user. Also, the primary MC system has no visibility (e.g. for logging, for validation) of the full set of configuration information that the MC service UE receives and processes.

A new security mechanism may be needed to ensure that the primary MC system can verify that the partner MC system has not modified the MC user configuration information that the primary MC system requires in order to provide its MC user with migration service.

In order to successfully migrate, the migrated MC service UE needs access to the configuration management server in the partner MC system of the MC user e.g. via a PDN connection to the partner MC system's MC common core services PDN.

If the partner MC system needs to update the configuration information for the migrated MC user, the primary MC system is not involved in the process.

* * * Next Change * * * *

6.8.3
Solution Evaluation

This solution allows a migrated MC service client to receive user configuration information in the partner MC system of that MC client, allows the partner MC system to modify the user configuration information according to local policy, and allows the primary MC system to validate the configuration information before providing the configuration information to primary MC system's MC service UE.

The MC service client will need to be configured with access information and credentials for all possible partner MC systems before migration takes place. This solution will not permit open access to a partner MC system for which access information and credentials have not been pre-provisioned.

This solution requires connectivity between the partner MC system and primary MC system. Such connectivity, at least at the IP layer, is already available in order to provide for migrated MC users to connect back to their respective primary MC systems (MC system interconnection). What is new in this solution is a CSC-4-like reference point (e.g. an HTTP based reference point) and a CSC-13-like reference point (e.g. a Diameter based reference point), which are likely to be little to no impact on such entities as firewalls that already need to police SIP signalling and associated media (e.g. SRTP, SRTCP, etc). However, whilst there are minor disadvantages in adding new reference points based on messaging and parameters already found in existing reference points, there is also a major advantage in that updates from the partner MC system can be automatically and immediately taken into account by the primary MC system and the MC service UE i.e. no off‑line configuration swapping between primary and partner MC systems is required.
Allowing the partner MC system to perform the final configuration and prohibiting the primary MC system from modifying the final configuration protects the partner MC system against clients with a configuration that conflicts with policies within the partner MC system. The migrating MC service user is not exposed directly to the partner MC system's configuration management server for configuration information valid in that partner MC system and therefore there does not need to be any additional level of trust for configuration with all partner MC systems that may provide the MC service user with MC service. Also, the primary MC system has full visibility (e.g. for logging, for validation) of the full set of configuration information that the MC service UE receives and processes.
A new security mechanism may be needed to ensure that the partner MC system can verify that the primary MC system has not modified the MC user configuration information that the partner MC system requires in order to provide that MC user with migration service.

In order to successfully migrate, the migrated MC service UE needs access to the configuration management server in the primary MC system of the MC user e.g. via a PDN connection to the primary MC system's MC common core services PDN.

If the partner MC system needs to update the configuration information for the migrated MC user, the primary MC system must be involved in the process.

