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1. Introduction

As part of TR 23.782 there is the need to identify solutions for End to End Encryption (E2EE) for combined MCPTT + LMR systems such as TETRA and P25, with a minimum list of issues as currenty identified in Key Issues #5-1, #5-2 and #5-4 in TR 23.782 v0.4.1 together with impacts elsewhere in that document. This document derives some generic solution requirements as well as some specific architectures and their corresponding solution impacts. It is proposed that it is used to provide the basis for solutions of key management issues relating to Key Issues #5-2 and #5-4 from which pCRs can be derived.
2. Generic Issues

2.1 Use cases
The principal use case for E2EE is for sensitive investigations, including those involving individuals who may have access to mission critical systems – e.g. as a user or operator.

Conclusion 1: The E2EE keys shall not be available in unciphered form to a mission critical system or IWF outside the supplying Key Management entity and the intended receiving client(s).
The keys used for E2EE are not session-specific and will typically be changed on a regular basis after initial setup depending on the specific scenario (e.g. daily, weekly, etc).  Keys for private calls are also pre-arranged in advance. The voice ciphering in the the case of TETRA is tied to the TETRA voice codec.

In the case of e.g. a high security investigation being carried out by a user agency with its own Key Management Server for LMR (known as Key Management Facility in P25, Key Management Centre (KMC) in TETRA), that organisation is very unlikely to make its key generation algorithms available to other organisations including the MCPTT operator, which could compromise security.    

Conclusion 2: It shall be possible for the supplying Key Management entity when E2EE interworking with LMR is used to be in the LMR system.   
2.2 Key Management  

2.3.1 Key Distribution and management
TETRA distributes E2EE keys in the form of Over the Air Keying (OTAK) SDS, which is itself ciphered with a separate key such as a root key. Root keys are provisioned into a handset via out-of-band mechanisms. The OTAK messages may distribute both group keys as well as individual keys. Within TETRA, it is not possible to distinguish a key intended for a group or individual target without decipheiring it. OTAK SDS messages may also have other key management functions such as key rotation and deletion beyond purely distribution of keys. Similar behaviour is expected from P25 OTAR messages. 

The format of a TETRA OTAK SDS shows a source and destination, with a structure outlined in Figure 2.3.1-1 below:
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Figure 2.3.1-1: Format of TETRA OTAK SDS message

In the case of a TETRA E2EE key distribution, the encrypted message body will contain the necessary information describing its contents. The message may require a response or acknowledgement depending on the contents of the message and impact on the receiving terminal.
The protocols for managing keys and their evolution may not be fully available to 3GPP for legal and other regulatory reasons, and each protocol message may be ciphered in a key dependent on the target device.
Conclusion 3: E2EE interworking key management for MC Services will involve carriage of complete LMR ciphered protocol messages across the MC system.  
Conclusion 4: An MCPTT Key Management Server of a user agency wishing to carry out E2EE key management for TETRA interworking will need to support essentially the same functionality as a TETRA KMC because it will need to create and send TETRA-ciphered key management messages to a linked TETRA system. 
2.3.2 Key Storage

MCPTT is designed so that users can log on to a device after it is powered on and be configured with an appropriate user profile, and it is also intended that multiple users/clients should be able to user the same MC UE simultaneously. MCPTT places a greater distinction between user and device than TETRA does.
Consequently, any user/client specific E2EE key on the MC UE will need to be restricted for usage on a per-MC service client basis, and be subject to proper handling procedures and deletion in case a change of role for the user is detected (e.g. the client logs off.)
Conclusion 5: If a MCPTT UE is provisioned with a root key for TETRA interworking purposes then some futher level of per-user protection will be needed to ensure confidentiality of keys within the UE, and handling the same user making use of a different client. 
Conclusion 6: The home for the storage of user-dependent E2EE key-related information on the terminal should be the User Profile.  

In the case of TETRA interworking using a TETRA KMC, the E2EE keys to be used and management messages can only arrive at the target device in a ciphered OTAK message form, possibly with an outer encapsulation for transport, because the MC system outside the UE client cannot understand the ciphered message.

Conclusion 7: E2EE interworking key management for MC Services with TETRA will involve storage of one or more complete ciphered protocol messages in the User Profile.
Conclusion 8: The current inability to determine the nature of the OTAK message and whether it contains a group key or individual key means that all key messages will need to be routed to user profiles unless OTAK messages from TETRA are supplemented with an indicator available to the MCPTT system as to whether they are group or individually related. This may have security implications.     

2.3.3 TETRA Identity Management

Key Issue #5-4 notes a range of key management functionality required including initial distribution, routine key rotation, repudiation of compromised units and deletion/erasure of keys in a potentially compromised units. In the case of TETRA, these messages, including the initial message, are ciphered using the TETRA identity of the handset and some must be executed before the handset can initiate further communication. 

The ciphering of the initial message means that a MCPTT UE client supporting interworking via TETRA E2EE must already know its TETRA Identity (ITSI) before initiating communication through the IWF.

Solution #1-1 in TR 23.782 describes a solution for user identity and group identity mapping between MCPTT systems and LMR systems where the IWF supplies centralised support between the systems and performs the identity mapping during the exchange of signalling and media messages.
Conclusion 9: The need for early knowledge of a TETRA identity to be associated with a MCPTT ID on a device means that solution #1-1 needs enhancement to clarify that an IWF or other node needs to be able to allocate and provide a suitably authorised TETRA identity when provided with an MCPTT ID. Messages containing this information might be sensitive.  
It should be noted that since the current working assumption is that one IWF is used per interworked MCPTT and LMR system, the TETRA identity allocated has to be unique only within the LMR system – i.e. it can be a TETRA SSI that can extended by the MCC & MNC associated with the intwerworked system.  The mapping and allocation function does not have to ensure that the SSI identity that it responds with is unique across all TETRA networks that the MCPTT system is interworking with.
2.3.4 Prioritisation within Key Management messages

The key management messages may have different priorities. For instance, messages that involve requesting key deletion because a device is believed to have been compromised would expect immediate delivery, whilst regular key rotation messages could accept less stringent latencies for delivery.    
Conclusion 10: The distribution of key management messages shall have some mechanism for the sender to indicate message priority to the MCPTT system outside the internal LMR message ciphering
3. Solution Architectures
3.1 Introduction

Given the constraints on solution architectures of needing to be able to transparently pass complete LMR key management messages that have their main body ciphered through the MC system and store them in a User Profile, it is desirable to focus on solutions that cause limited disturbance to the current MC architecture and allow the 3GPP solution to evolve with some independence from LMR whilst also allowing 3GPP to make use of existing proven LMR protocols.
The following sections outline solutions that seek to operate under the constraints and conclusions described above.
3.2 Solution 1 – making use of current MCPTT Key Distribution  
Discussions within SA6 have requested considering making use of the existing key distribution mechanisms within MCPTT and the CFA to distribute LMR E2EE keys for interworking purposes. This is investigated further.
3.2.1 OTAK Message distribution using MIKEY-SAKKE
The key distribution mechanism itself cannot be used in-situ because the keys for E2EE are not available in clear to the MCPTT Key Management System in the case that the TETRA KMS is the key source, whilst in the case that the MCPTT system has a linked TETRA KMC, the keys would need to be extracted at the IWF and reciphered for distribution within TETRA because TETRA doesn’t have any understanding of the MIKEY-SAKKE algorithm used by MCPTT, thus breaching the requirement that the keys are not available at the IWF. 
TS 33.180 Section 5.2 and Annex D describe the distribution of shared keys using the MIKEY I_MESSAGE with associated data. The relevant MIKEY I_MESSAGE is shown in Figure 3.2-1 below.
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Figure 3.2.1-1 Common key distribution with associated parameters (source TS 33.180 Figure 5.2.1.4-1)

The shared secret key, K, distributed is an n-bit integer with a value of n (128) particular to the MIKEY-SAKKE family of algorithms and if so it seems that a complete LMR Key Management message cannot be distributed as a particular value of K because of its length.  However, the Associated Parameters might be enhanceable to include an LMR E2EE Key Management Message because the variable length Text Field might be adaptable to include the message. The shared secret value used as part of the Mikey-Sakke procedure could be a specific transport key for the LMR Key management message distribution. 
The four most significant bits of the Key Identifier (K-ID) are used as a ‘purpose tag’ (See TS 33.180 Appendix G) but only the first six values are defined. The definition set could be extended to indicate that the message carried an LMR Key Management Message.
3.2.2 Architecture

In this solution, the architecture is as shown in Figure 3.2.2-1.
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Figure 3.2.2-1 Solution architecture using MCPTT KMS

In this architecture the TETRA Key Management Centre has a secure connection to the MCPTT Key Management Server A. The purpose of this connection is:
1. Mutual authentication of the TETRA KMC and the MCPTT KMS 

2. Distribution of OTAK messages (in both directions)

3. Configuration of the MCPTT KMS
A node (shown here within the IWF) is able to carry out the MCPTT-TETRA identity mapping and lookup function for Interworking, including responding to the request from the MCPTT system for an authorised TETRA identity corresponding to a provided MCPTT ID.
3.2.3 Method

The MCPTT UE A supporting TETRA E2EE interworking is configured with a URI for a Key Management Server from which it is allowed to send and receive LMR key management messages,  plus out of band configuration of hardware root keys. The Key Management Server has a URI for which it can request TETRA identity assignment.
For initial configuration

1. When a MCPTT user is authorised and accesses the MCPTT system, it will request security configuration from the Key Management Server. If the Key Management Server believes that the MCPTT client with that MCPTT ID should be capable of TETRA E2EE interworking then it contacts the URI supplied for the Mapping Lookup function to request TETRA Identity assignment, providing the device MPCTT ID and receives a TETRA identifier in response if successfully authorised.  For security purposes the TETRA identifier returned may need to be ciphered using a key specific to the handset. 

2. The MCPTT client is supplied with the TETRA identifier.
3. The MCPTT client then sends an encapsulated OTAK registration message towards the URI of the Key Management Server for LMR interworking as per section 3.2.1 in the correct format, Key Identifier LMR Key Management Message, and including the OTAK message ciphered with its TETRA identifier and including its MCPTT ID as source.
4. The Key Management Server receives the message and forwards the encapsulated OTAK message to the TETRA KMC, which processes the message as per the TETRA protocols and (if successfully authorising the received request), responds to the KMS with OTAK messages according to the TETRA protocol, destination the MCPTT ID.

5. The KMS distributes the OTAK messages to the MCPTT UE client as outlined in section 3.2.1. If the MCPTT UE is not registered on the system at a particular time, the messages can be stored until the UE user has next authenticated.
6. The MCPTT UE client deciphers the message(s) using the provisioned user root keys.

7. The messages form part of the User Profile and so, as there is currently no formal interface between a KMS and a Configuration Management Server, the UE can update the Configuration Management Server with the message if it required for storing and re-use at a subsequent log-in.
Subsequently, in the case that a MCPTT UE wishes to contact the Key Management Server to e.g. obtain TETRA key updates or respond to a message, it creates a message of type LMR Key Management message towards the KMS. 
3.2.4 Evaluation
This solution has the advantage of limited requirements for new messages to be added to the current MCPTT system, but the payloads of existing messages and data model size are increased. The full use of the MCPTT KMS mechanism for distribution is not available because of the confidentiality of the LMR keys, protocols and algorithms. 
The solution has the disadvantage that the operation and configuration process of E2EE encryption (but not the keys or media) will be visible to operators of the MCPTT system. It may not be operationally suitable for small secret groups of users because of this. However, it is suitable for managing large numbers of interworked groups and terminals where E2EE is used.
Editor’s note:
Further input from SA3 on the transport mechanisms in this solution will be required at some point. 

3.3 Solution 2 – routing MCPTT labelled OTAK messages through the IWF

3.3.1Introduction

This solution examines the case where the E2EE keys are distributed from the LMR Key Management entity to the MCPTT system via the IWF using a OTAK SDS-based method from the LMR system to the SDS, but on the MCPTT system side specific messages are used to provision the relevant management servers. In order to allow efficient routing, the OTAK messages may be externally marked to indicate certain message details.
A specific MCPTT message and response is needed to allow the MCPTT UE to send and receive encapsulated OTAK messages to the IWF.
3.3.2 Architecture

The architecture is as shown in Figure 3.3.2-1.

[image: image4.emf]LMR System B

IWF

O

T

A

K

 

S

D

S

TETRA

Key 

Management 

Centre

MC 

OTAK 

SDS

MC 

OTAK 

SDS

Option 2  – MCPTT 

Modified SDS 

method

Mapping 

Lookup 

Function

Group

management 

server A

Configuration

management 

server A

MCPTT

UE A1

MCPTT

Server A

Key

management 

server A

GMC

CMC

KMC

CSC-2

CSC-4

CSC-8


Figure 3.3.2-1 Solution architecture using Mission Critical OTAK SDS message
A node (shown here within the IWF) is able to carry out the MCPTT-TETRA identity mapping and lookup function for Interworking, including responding to the request from the MCPTT system for an authorised TETRA identity corresponding to a provided MCPTT ID.

The purpose of the connection between the MCPTT server and the IWF is to

1. Transmission and receive security configuration messages

2. Route messages to and from the Mapping & Lookup Function

3. Handle interworked behaviour and media unconnected with Key Management

3.3.3 Method

The MCPTT UE A supporting TETRA E2EE interworking is configured with a URI for a TETRA Key Management Centre (or P25 KMF) from which it is allowed to send and receive LMR key management messages,  plus out of band configuration of hardware root keys. Practically, the URI will be routed to its destination via the IWF (so the URI could for instance represent an identifier on the LMR system.) The Configuration Management Server is also configured with a URI for the Mapping & Lookup function.  
1. The MCPTT user is authorised and accesses the MCPTT system and undergoes MCPTT configuration. 
2. If the Configuration Management server believes that the MCPTT client with that MCPTT ID is authorised for TETRA E2EE interworking then it contacts the URI supplied for the Mapping and & Lookup function, providing the MPCTT ID and requesting TETRA (resp P25) identity assignment. It receives a TETRA (resp P25) identity in response if successfully authorised. For security purposes the TETRA identifier returned may need to be ciphered using a key specific to the handset. 

3. The MCPTT client is supplied with the TETRA identifier.
4. Once the MCPTT client is aware (e.g. by configuration) that it has LMR E2EE interworking capability then it will then request TETRA (resp. P25) security configuration from the Key Management entity at the provisioned URI. In the case of TETRA, the MCPTT client then sends an encapsulated OTAK registration message body towards the URI of the LMR Key Management entity. In the case of TETRA the OTAK message is ciphered with its TETRA identifier as normal but has its MCPTT ID as source.

5. The IWF receives the message and forwards the encapsulated OTAK message to the TETRA KMC, as a modified OTAK SDS (denoted MC OTAK SDS) with an indicator that the message comes from an MCPTT system (perhaps including the MCPTT ID which would allow the KMC to create its own mapping information.) The KMC processes the message as per the TETRA protocols and (if successfully authorising the received request), responds to the MCPTT system via the IWF with an MC OTAK SDS messages according to the TETRA protocol, destination the MCPTT ID.

6. The IWF identifies the SDS as an OTAK message and extracts the message body from the MC SDS and forwards to the MCPTT server using a newly created message.
7. The MCPTT server forwards the message to the Configuration Management Server, which in turn updates the User Profile of the UE via standard mechanisms. 
8. The MCPTT UE client deciphers the message(s) using the provisioned user root keys.

9. In general, the TETRA KMC distributes the OTAK messages to the MCPTT UE client via the IWF as outlined above. If the MCPTT UE is not registered on the system at a particular time, the messages can be stored in the User Profile until the user has next authenticated.

Subsequently, in the case that a MCPTT UE wishes to contact the KMC to e.g. obtain TETRA key updates or respond to a message, it creates an OTAK message to be encapsulated and sent towards the IWF, destination the KMC.
3.3.4 Evaluation

This solution requires the creation a new MCPTT message to serve as a substitute for carrying OTAK SDS message bodies to the IWF, and the provision of the Mapping and Lookup function to allow assignment of TETRA (or P25) identities to an MCPTT ID.
It has the advantage that it enables Key Management and agreement to take place across the IWF without formally specifying an external interface between LMR Key Management and MCPTT KMS or other servers. 
Editor’s note:
Further input from SA3 on the transport mechanisms for this solution will be required at some point. 

3.4 Solution 3 - SDS interworking

3.4.1 Introduction

This solution makes use of SDS Interworking between the LMR System and an MCPTT System together with an MCData Server that supports SDS. An MCData server within the combined MC system supporting short data messages (such as SDS) is very likely to be in use as well as MCPTT because a major use of LMR systems such a TETRA and P25 beyond pure voice communication is for Automatic Vehicle Location and Automatic Person Location services typically used for monitoring and managing public safety and critical communication assets. It should be noted that the size of a TETRA OTAK SDS is much less than the 1000 bytes allocated for a MCPTT SDS and so the encapsulation of a TETRA OTAK SDS body within an MCData SDS poses no problems.  
The Mapping and Lookup function used in Solutions 1 and 2 is also re-used, enhanced for MCData identity lookup.    
3.4.2 Architecture

The architecture is as shown in Figure 3.4.2-1.
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Figure 3.4.2-1 Solution architecture using SDS Interworking method
3.4.3 Method

The MCPTT UE A supporting TETRA E2EE interworking is configured with a URI for a TETRA Key Management Centre (or P25 KMF) from which it is allowed to send and receive OTAK key management SDS messages,  plus out of band configuration of hardware root keys. Practically, the URI will be routed to its destination via the IWF (so the URI could for instance represent an identifier on the LMR system.) The MCPTT UE is also configured with a URI for the Mapping & Lookup function.  

1. The MCPTT user is authorised and accesses the MCPTT system and the MCPTT UE undergoes MCPTT configuration. It also carries out the same process for the SDS service on the MCData server. 

2. If the MCPTT client with that MCPTT ID believes that it is authorised for TETRA (resp. P25) E2EE interworking then it contacts the URI supplied for the Mapping and & Lookup function, providing the MPCTT ID and requesting TETRA (resp P25) identity assignment. 

3. The MCPTT client receives a TETRA (resp P25) identity in response if successfully authorised. For security purposes the identifier returned may need to be ciphered using a key specific to the handset. 

4. The MCPTT client is aware that it is E2EE interworking capable, so in the case of TETRA it will then request registration and TETRA security configuration from the Key Management Centre at the provisioned URI. In the case of TETRA, the MCPTT client then sends an encapsulated OTAK registration message SDS towards the URI of the Key Management Centre. The TETRA OTAK message is ciphered with a key involving the received TETRA identifier.
5. The IWF receives the message and forwards the encapsulated OTAK SDS to the TETRA KMC. The KMC processes the message as per the TETRA protocols and (if successfully authorising the received request), responds to the MCPTT system via the IWF with one or more OTAK SDS messages according to the TETRA protocol.

6. The IWF identifies the SDS as an OTAK message and extracts the message body from the MC SDS and forwards to the MCData server in an SDS.

7. The MCData server forwards the message to the client on the MCPTT UE. 

8. The MCPTT UE client deciphers the message(s) using the provisioned user root keys.

9. The MCPTT UE stores the message in its User Configuration for subsequent use. 

10. In general, the TETRA KMC distributes the OTAK messages to the MCPTT UE client via the IWF as outlined above. If the MCPTT UE is not registered on the system at a particular time, the SDS messages can be stored in the MC Data Server until the user has next authenticated.

Subsequently, in the case that a MCPTT UE wishes to contact the KMC to e.g. obtain TETRA key updates or respond to a message, it creates an OTAK SDS message to be encapsulated and sent towards the IWF, destination the KMC.

3.4.4 Evaluation
This solution has the disadvantage that use of MCData server does mean that the solution architecture for an MPCTT service extends beyond MCPTT itself, but voice+SDS is a common approach for delivering both cellular and LMR services and configuration. The architecture is overall the simplest.
This solution is well suited to small secret groups because of its limited involvement of the Mission Criticial infrastructure.
4 Conclusion
This document has presented a number of constraints on an MCPTT – LMR Interworking solution for E2EE Key Management.   SA6 is invited to discuss whether one or more of these solutions should be taken forward into TR 23.782.
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