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Abstract: Derives service requirements for the MCData IP connectivity service

Introduction
The MCData IP connectivity service component needs to provide an IP path between an application server located on an end user fixed network, and a client application which may be integrated in the client terminal, or in an external device which is using that client terminal as a modem.
This discussion document explores some of the requirements and key issues for such a solution.
Listed requirements
The following requirements are listed in TS 22.282 v14.1.0..
[bookmark: _Toc463001269]5.5.2	Requirements
[R-5.5.2-001] The MCData Service shall enable a UE to initiate transport of IP data towards a server in the network or another UE. 
[R-5.5.2-002] The MCData Service shall enable incoming transport of IP data towards a UE, initiated by another UE.
[R-5.5.2-003] The MCData Service shall enable an authorized person for an UE to authorize initiation of transport of IP data from that UE to specific destinations. This authorization may be preconfigured or may be provided by the authorized person when IP data transport to a new destination is initiated. Authorization may be revoked on demand by the authorized person.
[R-5.5.2-004] The MCData Service shall enable a UE or authorized person for this UE to authorize initiation of incoming transport of IP data from specific other UEs. This authorization may be preconfigured, or may be provided by the authorized person when IP data transport from a new destination is initiated. Authorization may be revoked on demand by the authorized person.
[R-5.5.2-005] The MCData Service shall support incoming and outgoing IP data transport for a UE with a higher per packet priority (e.g. QCI=6). 
[R-5.5.2-006] The MCData Service shall enable an authorized person to remotely authorize the use of higher per packet priority for a particular UE.
[bookmark: _Toc463001288]6.2.1.2 	Requirements
[R-6.2.1.2-001] The MCData Service shall provide controlled access to external services (e.g. data bases, web sites, event manager software).
[R-6.2.1.2-002] The MCData Service shall be able to select priorities to data flows for external services (e.g. data bases access, web sites, event manager software).
A summary of these requirements therefore is:
-	UE to server or UE to UE transport
-	Authorization by destination address
-	Higher per packet priority (than general use) e.g. QCI=6
-	Authorized change of per packet priority

Derived service requirements
To fulfil the above requirements, a number of additional or derived requirements are foreseen:
1.	The IP space used by applications must sit inside the IP space of the end user organization, and provide network extension. 
2. 	The application IP space needs to be hidden from the MCData service provider and from the PLMN operator (if separate) who together provide the service.
3.	The IP path needs to be secured from the MCData service provider and from the PLMN operator (if separate).
See figure 1 below:

Figure 1: Tunnelling end user data
4.	As the service is for IP connectivity, the end user application servers and terminal application do not need to understand any aspect of the MCData application level addressing, nor EPS level addressing.
5.	The client application should be supportable in either an external device, connected to the MCData client by means of a suitable means, e.g. serial, USB, LAN etc, or in an internal application installed in the MCData client, with a suitable API.
6.	The connectivity will be provided by a bearer with configurable QoS and priority.
7.	There should be no specific allowance for streaming services; a best effort service will be provided.  The application will need to take into account variations in available bandwidth and latency (as a consumer application would have to).  For a streamed service with specific bandwidth or latency, the MCData streaming service is provided in a 3GPP environment.
Key issues
From the service requirements, the following key issues emerge:
1.	Service initiation
The trigger to activate IP connectivity needs to be based on a client attempting to establish a connection, e.g. a separate terminal establishes a PPP session, or obtains an IP address (e.g. by DHCP), or an internally installed application opens a socket using a device operating system API; or could occur automatically when a user logs into the terminal so that the connection is always present.
Opening the service will be the trigger in turn to establish a bearer, or assign an existing bearer to also carry IP connectivity traffic for this connection.  If a NAT is used between the MCData service and end user network, or between MCData provider and the PLMN, NAT paths need to be established at this time.
2.	Bearers
The IP connectivity service will have no knowledge of the needs of the application.  The application can be expected to make intermittent use of data.  Therefore the bearer used for the service should be non-GBR.  The bearer could be shared with another mission critical use bearer which is assigned the same QoS, or could be started separately (provided the UE has sufficient bearers to carry the service).
3.	Multiple sessions
There should be support for multiple simultaneous IP connection sessions; both for multiple client applications accessing the same end user network, and for multiple client applications accessing different end user networks (therefore requiring separate tunnels).
The MCData application will need to set up or share the bearer when the service is initiated by the relevant trigger.
4.	Encapsulation and security
To secure the end user IP traffic and protect IP addressing, one or more secure tunnels is needed.  IPSec is one logical solution.  If IPSec is used, the outer IP addresses of the tunnel (those visible to and routable by the MCData service) will need to be provided by the MCData service.
There are potentially three 'layers' of IP addressing needed to fulfil the service:
The UE will have an IP address assigned by the PLMN operator, within a PDN also configured by the PLMN operator.  It is possible that the IP Data connectivity component will have a separate IP address to that/those assigned for MCPTT and MCVideo; but also possible that there will be a single IP address for U-plane traffic, and the different services separated by different ports.  Thus an overlay protocol such as UDP is necessary.
One MCData service may support multiple end user organizations.  If outer 'layer' UDP/IP uses addresses assigned by the PLMN operator, there will need to be a second 'layer' provided by the MCData service provider which will identify the endpoints of security tunnels used to carry traffic to separate end user organizations.  These must be able to terminate outside the UE in the case where the user organization needs the security to terminate at or close to a terminal device.  This IP 'layer' will be the outer layer for an IPSec tunnel (or whichever security protocol is decided by SA3).
The inner IP addresses will be assigned by the mission critical organization that is the end user organization that makes use of the service.  The IP address plan will be hidden from the MCData service provider and from the PLMN.
Diagrammatically this looks as figure 2 below:


Figure 2: IP addressing and tunnels
This will then create three layers of packets and addressing:
		[UDP/IP (MCData service) [IPSec [user IP ]]]

5.	Lawful interception
The content would only be available within the end user network, and therefore any logging or lawful interception service would need to be provided within that network.
6.	Multicast IP
An application within a fixed network may make use of multicast IP to send data to a set of data hosts simultaneously.  A simple solution to allow this would be to send packets individually to clients making use of the service.
The mapping of multicast IP addresses within the end user network to any use of multicast by the MCData service, and any MBMS function in the PLMN would be problematic, as the end user network IP addresses would be hidden from the MCData service.  Therefore the tunnel endpoints would need to convert multicast addresses to unicast addresses for each MCData client – or more probably, a multicast IP service would not be supportable.
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