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Abstract: the contribution discusses the MCVideo requirement regarding audio/video synchronisation and suggests sending LS to SA1 for more reference and clarifications.
1. Discussion

The stage 1 requirement regarding latency performance for MCVideo addresses that :
	[R-5.4.2-005] Synchronisation between video and audio when played at the MCVideo receiving UE or console shall be within 50 ms.


The ITU-R BT.1359-1 evaluates and defines such timing between audio and video, typically for Broadcast services (PAL and NTSC television systems). And it is often used as the official reference for other video services. 
The Recommendation tells that the overall tolerance in sound/picture timing shall not exceed +90 ms or –185 ms. And more specifically, the “subjective evaluations show that detectability thresholds are about +45 ms to –125 ms and acceptability thresholds are about +90 ms to –185 ms on the average, a positive value indicates that sound is advanced with respect to vision”.
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The assessment is given dependent on various conditions (e.g. different viewing conditions, camera type, test material, parameters for measurement and so on) for which both optimum and non-optimum conditions have been covered. The performance in the sense of system ability is considered in the assessment.
With regards to the required A/V delay for MCVideo which is relevantly tight (compared to ITU-R recommendations), issues need to be clarified or addressed prior to solution level discussion:
· Given that we have greater tolerance for audio-lagging-video than for video-lagging-audio, what are the service objectives or scenarios of aligning the thresholds to be the same?
· Whether the requirement is focused on real-time streaming video?
· In real world of wireless network the transmission error and jitter are unavoidable, in this case to meet a higher threshold of A/V delay, the receiver is more likely left the option to add or drop video frames to fix the synchronisation problems, at the cost of worsen the video quality. Similar “tradeoffs” may exist when considering codec compression that brings video loss.
	Requirements for video quality in clause 5.4 of TS 22.281:

For public safety applications, if the video is considered “mission critical,” the loss or interruption of a video stream or any significant delay in the delivery of the video stream might be unacceptable for processing by the video decoder. Therefore, if a source of video content is in motion and handovers between radio coverage areas are necessary, then it is important that the handovers are handled in a manner to minimize loss, interruption and delay of the video stream. 


· The different type of devices for UE and console (e.g. smartphone, laptop) have different processing performance (decoder, codec, compression, display, etc.) that may significantly vary the solution for solving the A/V sync delay problem. The use case with possible communication models that require a higher synchronisation performance might be useful.
2. Proposal

It is suggestd to consider the above issues and send liaison to SA1 with the following proposals:

Proposal 1: It is suggested to use ITU-R BT.1359-1 as a reference for latency requirement for MCVideo.

Proposal 2: It is suggested to ask for clarification on:

· Given that we have greater tolerance for audio-lagging-video than for video-lagging-audio, what are the service objectives or scenarios of aligning the thresholds to be the same?

· Whether the requirement is focused on real-time streaming video?

Relevant considerations:

In real world of wireless network the transmission error and jitter are unavoidable, in this case to meet a higher threshold of A/V delay, the receiver is more likely left the option to add or drop video frames to fix the synchronisation problems, at the cost of worsen the video quality. Similar “tradeoffs” may exist when considering codec compression that brings video loss.

The different type of devices for UE and console (e.g. smartphone, laptop) have different processing performance (decoder, codec, compression, display, etc.) that may significantly vary the solution for solving the A/V sync delay problem. The use case with possible communication models that require a higher synchronisation performance might be useful.
