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1. Introduction
This contribution proposes several editorial corrections to TR 23.780.
2. Reason for Change
The following editorial corrections has been done to better align the TR with the 3GPP drafting rules:
-
Addition of hard spaces in several clauses
-
Correction of references in clause 2 and subclause 6.3.1, 6.8.1 and A.1.2
-
Format bullet list in several sub clauses
-
Change a Note to a NOTE in subclause 6.4.2
-
Style correction of heading in subclause 6.3.4, 6.3.5, 6.3.6 and 6.3.7

-
Style correction of tables in subclause 6.8.2 and 6.8.3

-
Style correction of a note in subclause 6.7.2
4. Proposal

It is proposed to agree the following changes to 3GPP TR 23.780
* * * First Change * * * *
1
Scope

The objective of this technical report is to study how mission critical communication services utilize MBMS. This may include study of modifications to the MCPTT architectures and/or procedures as specified in 3GPP TS 23.179 [6]. This technical report will identify any enhancements needed to support mission critical services delivered over MBMS, based on the stage 1 requirements, including 3GPP TS 22.179 [2], 3GPP TS 22.280 [3], 3GPP TS 22.281 [4] and 3GPP TS 22.282 [5].
* * * Next Change * * * *

2
References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 22.179: "Mission Critical Push to Talk (MCPTT) over LTE; Stage 1".

[3]
3GPP TS 22.280: "Mission Critical Services Common Requirements (MCCoRe); Stage 1".

[4]
3GPP TS 22.281: "Mission Critical Video services over LTE".
[5]
3GPP TS 22.282: "Mission Critical Data services over LTE".

[6]
3GPP TS 23.179: "Functional architecture and information flows to support mission critical communication services; Stage 2".
[7]
3GPP TS 23.203: "Policy and charging control architecture".
[8]
3GPP TS 23.246: "Multimedia Broadcast/Multicast Service (MBMS); Architecture and functional description".

[9]
3GPP TS 23.468: "Group Communication System Enablers for LTE (GCSE_LTE); Stage 2".

[10]
3GPP TS 24.380: "Mission Critical Push To Talk (MCPTT) media plane control; Protocol specification".

[11]
3GPP TS 25.446: "MBMS synchronisation protocol (SYNC)".
[12]
3GPP TR 26.947: "Multimedia Broadcast/Multicast Service (MBMS); Selection and characterisation of application layer Forward Error Correction (FEC)".

[13]
3GPP TR 26.989: "Mission Critical Push To Talk (MCPTT); Media, codecs and Multimedia Broadcast/Multicast Service (MBMS) enhancements for MCPTT over LTE".
[14]
3GPP TS 36.300: "Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal Terrestrial Radio Access Network (E-UTRAN); Overall description; Stage 2".

[15]
3GPP TS 36.321: "Evolved Universal Terrestrial Radio Access (E-UTRA); Medium Access Control (MAC) protocol specification".
[16]
3GPP TS 36.443: "Evolved Universal Terrestrial Radio Access Network (E-UTRAN); M2 Application Protocol (M2AP)".
[17]
3GPP TR 36.868: "Evolved Universal Terrestrial Radio Access (E-UTRA); Study on group communication for E-UTRA".
[18]
3GPP TR 36.890: "Study on Support of single-cell point-to-multipoint transmission in LTE".
[x]
3GPP TR 36.942: "Evolved Universal Terrestrial Radio Access (E-UTRA); Radio Frequency (RF) system scenarios".
[19]
IETF RFC 6363: "Forward Error Correction (FEC) Framework". 
[20]
IETF RFC 6865: "Simple Reed-Solomon Forward Error Correction (FEC) Scheme for FECFRAME".

[21]
RP-151110: "New WI proposal: Support of single-cell point-to-multipoint transmission in LTE".
[22]
IETF RFC 5795: "The RObust Header Compression (ROHC) Framework".
[23]
IETF RFC 3095: "RObust Header Compression (ROHC): Framework and four profiles: RTP, UDP, ESP, and uncompressed".
[24]
IETF RFC 4815: "RObust Header Compression (ROHC): Corrections and Clarifications to RFC 3095".

* * * Next Change * * * *’
5.7.1
Description

There are scenarios in which the participants of an MC service group communication are served by different MC service systems or are within the same MC service system but served by different MC service servers (participating role). When the MC service group communication is initiated, the following two possible scenarios are proposed:
-
Scenario 1) The downlink media is sent to the MC service client directly by the MC service server (controlling role).

In this case, the MC service server (controlling role) sends the downlink media over the MBMS bearer. The MC service server (controlling role) first initiates the activation of one or more MBMS bearer(s). In order to know whether an MBMS bearer is to be used, the MC service server (controlling role) must get all of the necessary information (e.g. the location of each participant user and the MBMS listening status of each participant user). 

-
Scenario 2) The downlink media is sent to the MC service client by the MC service user’s MC service server (participating role).

In this case, each MC service server (participating role) sends the downlink media over an MBMS bearer. Each MC service server (participating role) activates and uses a different MBMS bearer for sending media to their participating MC service users, even when these participating MC service users are in the same MBMS coverage. How to share an MBMS bearer among MC service servers (participating role) for the same service area needs further study.

* * * Next Change * * * *’
5.8.1
Description

In Release 13, SC-PTM was introduced as a second mechanism of MBMS delivery in addition to MBSFN. The main motivation was specifically to meet the needs of Mission Critical services (see reference [21]). This results in the situation where there are now two MBMS mechanisms for Mission Critical services – MBSFN and SC-PTM. SC-PTM introduces two new logical channels, SC-MCCH and SC-MTCH mapped to DL-SCH transport channel. SC-PTM  is an air-interface-impacting feature, hence specific support in the UE is required for its operation. In other words, UE that only supports MBSFN cannot receive MBMS message if the network delivers it by SC-PTM.

In the current specifications, key information is missing in both MCE and GCS_AS to make an informed decision to select the appropriate use of MBMS with respect to the UE’s support and MCS needs.
· -
GCS_AS is responsible for selecting whether MBMS or unicast is used for a given UE in a given group communication according to 3GPP TS 23.468 [9] subclause 4.1. However, the current specifications do not provide a mechanism for the GCS_AS to : 1) make the appropriate selection to reflect the UE population with respect to their MBMS capabilities, and 2) know the MBMS mechanism selected by the MCE.

· -
MCE is responsible for selecting whether MBSFN or SC-PTM is used for a group communication according to 3GPP TS 36.300 [14] subclause 15.1.1. However, the current specifications do not provide a mechanism for the MCE to make the appropriate selection to reflect the UE population with respect to their MBMS capabilities.

This is illustrated in the following figure:
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Figure 5.8.1-1: GCSE and two MBMS delivery mechanisms (modified from 3GPP TS 23.468 [9], fig 4.2.2-1)
* * * Next Change * * * *’
5.9.1
Description

The GCS AS uses the MB2-C reference point (see reference 3GPP TS 23.468 [9]) to activate an MBMS bearer. The MBMS architecture and procedure are defined in 3GPP TS 23.246 [8] and the E-UTRAN stage-2 description of the related procedures is defined in 3GPP TS 36.300 [14]. Figure 5.9.1-1 illustrates the complete MBMS bearer activation procedure from the GCS AS to the clients.
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Figure 5.9.1-1: MBMS bearer activation from GCS AS

The currently defined procedures do not include any notification from E-UTRAN on the result of the MBMS resource allocation (step 15). 

This implies two issues for the GCS AS:

-
The GCS AS does not know when the MBMS bearer is available

-
The GCS AS have no information on the result of the MBMS bearer allocation in the cells

* * * Next Change * * * *’
5.11
Key issue 11 – Handling MBMS bearer suspension

5.11.1
Description

In Rel-12, 3GPP has introduced the capability of automatically suspending (pre-empting) / resuming MBMS bearers in case of MBMS congestion. Some signalling is in place (see 3GPP TS 36.321 [15], 3GPP TS 36.443 [16], and 3GPP TS 23.468 [9]) to notify UEs of MBMS bearer suspension and to allow the UEs to notify the application server. Currently the efficient handling of MBMS bearer suspension/resumption by the mission critical GCS AS has not been considered. 

This key issue includes the following considerations:

-
Efficient signalling of MBMS bearer suspension / resumption 

-
Minimized application impact of MBMS bearer suspension, especially in the case of emergency group call

Efficient application recovery from conditions of MBMS congestion and MBMS bearer suspension

5.12
Key issue 12 – MBMS media delivery while UE in idle mode

5.12.1
Description

From a mission critical service point of view there are advantages of MBMS media delivery while the UE is in idle mode. These advantages include MC service operation in a downlink (receive-only) mode for MCPTT, MCVideo, or MCData. For example, MCVideo calls may be significantly longer than MCPTT talkbursts. Identifying those MC UEs that could effectively operate in this receive-only mode for significant periods of time could be a potential uplink bearer resource saving to a densely populated incident where uplink bearer resources need to be conserved for those MC users that need them the most.

This key issue includes the following considerations for MBMS media delivery while the MC UE is in idle mode:

-
From an MC services application procedure perspective, what aspects can help maintain or inhibit preservation of this receive-only mode during MC service delivery

-
Optimized application signalling across the GC-1 interface to best utilize this receive only mode

-
Implications to this receive only mode of MC service delivery with respect to mobility
* * * Next Change * * * *’
6.1.2
Procedure

The procedure defined below enables the MCS to announcement a new MBMS bearer.

Pre-conditions:

-
An MBMS bearer used for MCS application signalling messages must have been pre-established and announced to the MCS client.

-
Additional MBMS bearer information may have already been announced to the client.
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Figure 6.1.2-1: MBMS bearer announcement over an MBMS bearer

1.
The MCS client monitors an MBMS bearer that is used for MCS application signalling messages, such as bearer announcement messages.

2.
The MCS server activates a new MBMS bearer.
3.
The MCS server decides to announce the MBMS bearer to the MCS client. The bearer may have just been activated or may have already been running for some time. The step may be repeated as needed.

4.
The MCS server sends a MBMS bearer announcement on the MBMS bearer used for MCS application signalling messages. The MBMS bearer announcement contains the identity of the MBMS bearer (e.g. the TMGI) and may optionally include additional information about the newly announced bearer. Required and optional MBMS bearer announcement details may have already been provided. In this case the MBMS bearer identity could be used as a key for such MBMS bearer details.

5.
The MCS clients start to monitor the newly announced MBMS bearer.

6.
If requested by the MCS server, the MCS client sends an acknowledgement of the MBMS bearer to the MCS server.

7.
The MCS server decides to de-announce a MBMS bearer.

8.
The MCS server sends a MBMS bearer de-announcement message that contains the identity of the MBMS bearer.

9.
The MCS client stops monitoring the de-announced MBMS bearer.

A similar procedure can also be used to modify existing MBMS bearer announcement information. Example of such modification could be addition of UDP ports or modification of codec in the SDP.

6.2.2
Procedure

The procedure defined in this figure 6.2.2-1 can be used in the following scenarios:

-
Initiate a new call on unicast bearer

-
Transfer an ongoing call from broadcast bearer to unicast bearers

Pre-conditions:

-
There must be an active and announced MBMS bearer

[image: image4.emf]MCPTT Client MCPTT server

2. Application group paging 

1. Decision to start new 

call on unicast or 

transfer a ongoing call 

to unicast

4. Stop sending media 

over MBMS bearer

5. DL media over unicast

3. Trigger UE to enter 

connected mode


Figure 6.2.2-1: Group paging over an MBMS bearer

1.
The MCPTT server initiates a new MCPTT group call on unicast or decides to transfer an ongoing call to unicast.

2.
The MCPTT sends an application group paging message on the MBMS bearer to inform the MCPTT client that the MCPTT server will initiate media transmission over a unicast bearer.

NOTE:
The group paging message is sent with the assumption that there are UEs in idle mode. Furthermore this message is an application level paging message and does not replace the normal paging procedure executed by EPC and RAN.

3.
In the case that the UE is in idle mode the UE will initiate a service request to transfer the UE to connected mode.

4.
The MCPTT server stops sending the media over an MBMS bearer. This step is only performed if transferring an ongoing call.

5.
The MCPTT server initiates the media transmission over the unicast bearer.

Step 4-5 may be performed in parallel with step 2-3. Step 5 will trigger a normal paging in EPC and RAN if step 3 if the client is still in idle mode.

* * * Next Change * * * *’
6.3.3.1
QCI and target packet error loss rates

It is assumed that the target packet loss rates are defined in 3GPP TS 23.203 [7] by the QCI 65 (MCPTT: 10-2) and 70 (MCData: 10-6).

Editor's note:
FFS in case of MCVideo.
These packet loss rates define the residual packet loss rates after the FEC decoding.

The PDB (Packet Delay Budget) defined by these QCI are not necessarily in line with the latency performance requirements synthetized in the next subclause.
* * * Next Change * * * *

6.3.4
Group call – Call flow

It is assumed that the bandwidth of an MBMS bearer cannot dynamically be modified. Existing procedures in 3GPP TS 23.246 [8] subclause 4.4.3.6 (Session Update) and 3GPP TS 23.468 [9] subclause 5.1.2.4 (Modify MBMS Bearer Procedure) don’t support bandwidth modifications of established MBMS bearers. The FEC cannot be switched on and off on a per need basis, e.g. due to an UE request (as this UE is experiencing worse or better radio conditions) as this would require too much signalling.

Consequently when creating a pre-established MBMS bearer, the MCPTT AS request to the BM-SC shall include: 

-
a target percentage of max packet loss that can be recovered by FEC, or a percentage of the bitrate dedicated to FEC
-
a max additional latency 

-
the SDP to be announced to MCPTT clients

The BM-SC response shall include the modified SDP containing the FEC information. This modified SDP shall be used when announcing the newly created bearer to the MCS clients. 

When a UE is in conversation, the RTP packets are transmitted over unicast to the MCPTT server and then broadcasted over the corresponding bearer to all participants (under coverage of the Service Areas). The BM-SC adds the requested FEC, the receiving UEs can use the additional FEC redundancy to recover losses.
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Figure 6.3.4-1: MCPTT Group call using FEC over MBMS

6.3.5
FEC Transport requirements

This clause proposes a set of requirements to be addressed for the design of a FEC protocol, compliant with the call flow in the previous subclause:
-
The FEC protocol shall be configured for a given bearer, by at least the following parameters:

1)
The code rate (or FEC percentage)
2)

maximum additional latency

-
The FEC protocol shall not introduce any significant jitter in the service consumption

-
The FEC protocol shall be able to protect any UDP packets conveyed by the MB2-U interface. In particular, the BM-SC does not know in MCPTT the characteristics (destination IP and port, communication start and stop times) of the set of medias to be transported.

-
The FEC codec should be systematic: the source packets should be transported unaltered, with the exception of a possible additional trailer or footer.

-
The FEC protocol parameters shall be fully described by an additional media section within the SDP.

-
The FEC protocol should be able to dynamically adapt its code rate according to the traffic. In particular, in a pre-establisher MBMS bearer for MCPTT, the FEC protocol should be able to exploit the unused bandwidth if the media slots are not all used, to offer an additional protection, without exceeding the maximum allowed latency.

-
The FEC encoding and decoding time and the required CPU shall be negligible.

-
After the decoding, the MBMS middleware shall output, to the MCS client, the same streams as provided on the MB2-U interface.
NOTE: This implies that at least one FEC protocol needs to be mandated.
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Figure 6.3.5-1: Protection of any UDP packets conveyed by the MB2-U interface, MCPTT case.

6.3.6
Impacts on existing nodes and functionality

The MB2-C interface is modified. 

In the Create Bearer request, shall be included: the SDP, the expected FEC percentage to apply and the maximum additional latency. 
The BM-SC needs to support FEC for Mission Critical Services.
The BM-SC response shall provide a modified SDP, including the description of the FEC. This modified SDP shall be the one announced to the MCS clients.

The UE shall include a FEC decoding capability for mission critical services, which can be added in the MCS client.

6.3.7
Solution evaluation

The solution performance allows to reach the QoS requirements for MCPTT as evaluated in Annex A. FEC protection for call control and floor control is not evaluated in the Annex as those messages can be repeated if needed. The additional latency caused by FEC is acceptable, i.e. both KPI3 and KPI4 are still fullfilled. The use of pre-established MBMS bearers with a target FEC percentage is an acceptable limitation.

The MB-2 extension proposed in this solution does not modify the existing call flows.

* * * Next Change * * * *

6.4.2
Procedure
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Figure 6.4.2-1: Multiple server MBMS procedure
1.
MC service client 1 affiliates to a group hosted on an MC service server (controlling role) via MC service client 1's MC service server (participating role).
2.
MC service client 1 keeps its MC service server (participating role) up to date regarding its location with respect to MBMS service areas.
3.
The MC service server (participating role) keeps the MC service server (controlling role) up to date for the MBMS locations of all of the MC service group members of the MC service server's (controlling role) MC service groups.
4.
MC service client 2 initiates a call on an MC service group owned by the MC service server (controlling role).
5.
The MC service server (controlling role) calculates whether multicast is desired for each service area in which MC service group members are located, based upon the locations, affiliation status and other factors of the MC service group members.
6.
The MC service server (controlling role) determines whether another MC service system(s) has a bearer(s) with coverage for the MBMS service area(s) where multicast is desired. To do this, the MC service server (controlling role) consults a pre-configured list of MC service servers and polls them. For any MBMS service areas not covered by the other MC service servers' bearers, the MC service server (controlling role) prepares to distribute media to those MBMS service areas via multicast by setting up a bearer itself. The bearers set up by the MC service server (controlling role) then become available for other MC service servers in the controlling role for MC service groups where the MC service server (controlling role) might or might not be an MC service server (participating role).

NOTE:
The MC service server (controlling role) assures that no additional/duplicate bearers are set up for the service area by first checking whether any other MC service server has a bearer for that area prior to setting up a bearer. If a bearer exists for the service area, then the MC service server (controlling role) uses the existing bearer by sending group content via the MC service server that owns the bearer.

Editor's note:
The MC service server (controlling role) might be in a sub-optimal location for hosting the bearer for a particular service area. The solution for this is FFS.
7.
The MC service server (controlling role) requests that other MC service system(s) owning the discovered bearer(s) distribute the media. 

8.
The polled MC service server(s) responds whether there's available bandwidth for the desired bearer(s).

Editor's note:
What to do if the bearer of interest has insufficient bandwidth is FFS. It would be undesirable to allocate another bearer or revert to unicast or wait.

9.
The MC service server (controlling role) informs all of the MC service servers (participating role) about which service areas will receive multicast and the associated information such as TMGIs. Those MC service servers (participating role) then know that they must unicast any remaining participants outside of those service areas or those cannot hear receive the TMGIs.

10.
MC service client 2 begins sending media to the MC service server (controlling role).
11.
The MC service server (controlling role) distributes the media to the MC service servers (participating role) with the desired MBMS bearers, to  MC service server(s) (participating role) that require the media for unicast distribution as well as to its own locally served MC service clients.

12.
The MC service server(s) with an allocated bearer(s) distribute the media to MBMS served MC service clients via multicast.
* * * Next Change * * * *

6.5.2
Procedure

The procedure defined in this subclause specifies how MC service server (controlling role) obtains the MC service user’s location from the MC service server (participating role). 
Pre-conditions:

· -
The MC service server (participating role) have obtain the MC service users’ location information (e.g. ECGI) who gets the service from.
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Figure 6.5.2-1 MC service user’s location acquired for dynamic MBMS bearer establishment determination
1.
The MC service server (controlling role) receives a group communication request from the MC service client of one MC service group user.
2.
The MC service server (controlling role) determines that group communication has been setup, and the group communication will be sent to the MC service group users’ client directly by itself.

3.
The MC service server (controlling role) sends location information request with MC service group ID or affiliated MC service user ID list (if available) to MC service user’s MC service server (participating role).
4.
The s MC service server (participating role) sends location information response with the MC service group users’ location information.

5.
The MC service group call set up procedure (see subclause 10.6.2 in 3GPP TS 23.179 [6] for MCPTT group call).
6.
The group communication MC service server (controlling role) determines to use the MBMS bearer based on the received location information. Then it will trigger the MBMS bearer activation procedure which is defined in 3GPP TS 23.468 [9].
* * * Next Change * * * *

6.6.2
Procedure

The procedure below describes how the MBMS mechanism (i.e. MBSFN or SC-PTM) is selected from end-to-end system perspective based on the mechanism described in the above subclause.

Pre-conditions:

· -
A group is created and member UEs are affiliated to the group.

· -
Member UEs are requested to send their location using Location Information procedure.
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Figure 6.6.2-1: MBMS mechanism selection

1.
The GCS-AS queries UE1 for its MBMS capability information.

2.
UE1 sends its MBMS capability information (i.e. MBSFN capability info, SC-PTM capability info).

3-4.
Step 1 and 2 are repeated for all other member UEs.

5.
The GCS-AS stores the MBMS capability information from all member UEs.

6.
The GCS-AS determines the preferred MBMS mechanism based on the information obtained in step 1 through 4.

7.
The GCS-AS activates an MBMS bearer. The activation is triggered through BM-SC, MBMS-GW, MME, and MCE. A new IE, preferred MBMS mechanism IE, conveys the information derived in step 6 for the MCE.

8.
The MCE determines the MBMS mechanism, taking the preferred MBMS mechanism IE into consideration.

9-14.
MBMS session is started in Uu interface based on the selected MBMS mechanism, and response is sent back to the upper hierarchy NEs. The existing M2 interface procedures are used unchanged.

* * * Next Change * * * *

6.7.2
Procedure

The procedure below defines the information flow for notification of the result of MBMS bearer activation.
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Figure 6.7.2-1: Notification of MBMS bearer activation result
1.
Activate MBMS bearer request from GCS AS to BM-SC, as defined in 3GPP TS 23.468 [9].
2.
Activate MBMS bearer response from BMSC to GCS AS, as defined in 3GPP TS 23.468 [9].

3-6.
MBMS session start procedure in the core network as defined in 3GPP TS 23.246 [8].
7-8.
Session start request and response between MCE and MME as defined in 3GPP TS 36.300 [14].
9-10.
MBMS scheduling information request and response as defined in 3GPP TS 36.300 [14]. These steps are only applicable in MBSFN transmission mode, and may also be performed prior step 7-8
11.

MBMS session start response as defined in in 3GPP TS 36.300 [14], with the addition that in MBSFN operation, the MCE waits to confirm the reception of the MBMS session start request to the MME, until the MCE receives at least one session start response (i.e. step 8) and MBMS scheduling information response (i.e. step 10) from one of involved the eNB(s).

NOTE 1:
If all eNBs report a failure to start the MBMS sessions an aggregated message can be sent back to the upstream nodes.

12-14. 

The MBMS session start response is forwarded towards MBMS GW, BMSC and GCS AS.
15-18.

MBMS session notification is sent from MCE to GCS AS in the scenario that an eNB has responded with a failure in step 8 or step 10 or if the MBMS session is pre-empted. This notification should also include the cell identity.

Editor's note:
 It is FFS if other events from MCE or eNBs need to trigger the notification in step 15.

NOTE 2:
Step 15-18 may occur multiple times and at any time when the MBMS session is active. 

19. 
eNBs join the IP multicast group.

20.

(SC-)MCCH change notification.
* * * Next Change * * * *

6.8.1
Introduction

This solution addresses key issue 10 and describes how header compression of MBMS data can be applied to MCPTT group communications delivered over MBMS.

Header compression aims at reducing the bandwidth required for a voice communication to allow for capacity increase of the MCPTT system.

The header compression proposed is based on ROHC, as specified in IETF RFC 5795 [22] and IETF RFC 3095 [23] amended by IETF RFC 4815 [24].

6.8.2
Capacity improvements with ROHC
Headers compression brings visible benefits for voice communications where the headers represent more than 50% of the size of a packet. Therefore this study only focusses on voice. 

Since there is no feedback from MBMS channels, the only feasible ROHC mode that can be applied in this case is unidirectional mode and profile 1 shall be used for IP/UDP/RTP. In unidirectional mode, ROHC context is refreshed periodically and a number of initialization and refresh headers (i.e. the full RTP/UDP/IP headers) must be sent periodically to ensure proper decompression. This periodicity is implementation dependent.

Capacity of MBMS for voice communications is evaluated as in 3GPP TR 36.868 [17], with the following assumptions:
1.
6 sub-frames per frame are reserved for MBSFN (maximum possible assignment as per current specifications). 

2.
The media type is VoIP (AMR 12.65 kbit/s codec).
Without header compression, each speech frame carries 20 ms of coded voice (264 bits), 40 bytes of IP/UDP/RTP headers (320 bits) and 3 bytes of MAC/RLC headers plus 2 bytes for MAC signalling (40 bits), for a total of 624 bits every 20 ms, i.e. 31.2 kbps.

With ROHC, the IP/UDP.RTP headers can be reduced to 3 bytes (24 bits instead of 320) for a total frame size of 328 bits, i.e. 16.4 kbps. Initialisation and Refresh packets shall also be sent periodically. Such packets include the full uncompressed headers, plus an ROHC-IR header which therefore adds 5 bytes to uncompressed packets. The size of the periodic uncompressed packet is then 624+40=664 bits.

Since the full headers have to be sent periodically, the actual throughput when using ROHC varies between those two values, depending on the periodicity of the full headers transmission. We can consider different profiles:
-
One full header every two frames (1/2): the equivalent throughput is 664+328 bits every 40 ms = 24.8 kbps

-
One full header every three frames (1/3): the equivalent throughput is 664+2*328 bits every 60 ms = 22 kbps

-
One full header every four frames (1/4): the equivalent throughput is 664+3*328 bits every 80 ms = 20.6 kbps

-
One full header every five frames (1/5): the equivalent throughput is 664+4*328 bits every 100 ms = 19.76 kbps

-
One full header every ten frames (1/10): the equivalent throughput is 664+9*328 bits every 200 ms = 18.08 kbps
The capacity evaluation in 3GPP TR 36.868 [17] was considering 4 deployment cases with different spectrum efficiencies and coding schemes (with a 12kbps AMR codec):
Table 6.8.2-1

	Deployment
	Spectrum Efficiency
[bit/s/Hz]
	MCS
	Capacity 

[Session/MHz]

	Case 1
	3.13
	64QAM (4/5)
	49

	Case 2
	3.02
	64QAM (4/5)
	47

	Case 3
	0.99
	16QAM (1/3)
	6

	Case 4
	3.18
	64QAM (4/5)
	50


For the purpose of evaluating the benefits of headers compression, we simplify to two cases : 
-
3.13 b/s/Hz and MCS = 64QAM (4/5) => 1502 kbps available in MBMS per 1 MHz of spectrum (3130*0.6*4/5)

-
0.99 b/s/Hz and MCS = 16QAM (1/3) => 198 kbps available in MBMS per 1 MHz of spectrum
The capacity (number of simultaneous voice communications over MBMS per MHz of spectrum) can then be evaluated as in the following table :
Table 6.8.2-2
	Spectrum Efficiency
[bit/s/Hz]
	MCS
	Capacity (Communications over MBMS / MHz of spectrum) for the different full headers transmission periodicities

	
	
	1/1
	1/2
	1/3
	1/4
	1/5
	1/10

	3.13
	64QAM (4/5)
	48
	60
	68
	72
	76
	83

	0.99
	16QAM (1/3)
	6
	7
	9
	9
	10
	10


If appears that already with a periodicity of 2, there is a capacity gain of 25% with headers compression, for a degradation of the late entry performance of 20 ms maximum (so 10 ms on average). This increases to 50 % of capacity gain for a degradation of late entry performance of 60 ms maximum. (so 30 ms on average).

When looking at the capacity of MBMS for voice group communications, under congestion circumstances it could be beneficial to increase the number of simultaneous communications, at the price of degrading some late entry performances. 

6.8.3
Impact on performances
3GPP TR 36.868 [17] analysed the time needed to join an ongoing group communication over MBMS:
Table 6.8.3-1 Time for joining an ongoing group communication estimation 
when using MRB for media delivery
(The values indicate average delays and the value in parenthesis indicates worst case delay.)
	
	Time [ms]
	comments

	Acquisition of MCCH configuration in SIB13 
	10
	Processing delay at the UE

	Average delay due to MCCH scheduling period
	160 (320)
	For MCCH Repetition period of 320ms. 

	Acquisition of MCCH and MTCH configuration for TMGI 
	10 
	Processing delay at the UE

	Average time required if acquisition of multiple MCCHs is required.
	50 (100)
	Maximum MCCH offset value is 100ms. It is assumed that the reading of multiple MCCH is performed in parallel

	Average delay due to MCH scheduling period
	40 (80)
	80ms of mch-SchedulingPeriod 

	Acquisition of MSI for the corresponding service
	5
	L1 and L2 processing at the UE

	Total time 
	275 (525) 

or

45 (85) if the 

UE has up to date  MCCH content
	The value shows the average time for joining an ongoing group communication. 


The periodicity of full headers transmission may result in some delay for users to access an ongoing communication over an MBMS bearer, since they have to wait for the reception of the full headers before being able to decompress. In fact the increased delay impacts only the late entry performances, not the users who are already listening to the MBMS bearer when the communication starts

For a periodicity of 2, the impact on late entry would be of 20 ms maximum (so keeping the average time to join below 300 ms). It obviously increases with the periodicity.
But all communications may not have the same need for late entry delay, depending e.g on their criticity or on the their length. For instance, MCPTT Emergency calls could not use header compression to ensure best possible delays, while some routine calls could use header compression with a low periodicity at the beginning of a talk spur and increase the periodicity over the talk spur duration (it becomes less important to lose the end of the sentence when you have already lost most of the beginning).

Once the communication is received (i.e. a full header has been received and decompression is correctly initialized) the impact of packet loss is not different from the loss of a packet without compression. Decompression is possible even with losses as long as no more than 62 packets (if compressed header is 2 bytes, 14 if it is 1 byte) have been lost. But if so many packets are lost, the communication will have been lost regardless of compression, and late entry mechanism will be used to re-enter the communication if possible.

The loss of a packet before the communication is received has an impact on the entry (immediate or late) if it is a packet with full header, and then the degradation depends on the periodicity of full header transmission.

* * * Next Change * * * *

A.1.2
Loss Distribution
During the Application Layer FEC work of Rel-12 an MBMS bearer model was defined and documented in [12], subclause 5.3. In communication with RAN1 and RAN2, it was agreed to use a two-state Markov model for the simulation of LTE RLC-PDU losses as shown in Figure A.1.2-1:
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Figure A.1.2-1 Markov model for LTE RLC-PDU losses 
The model was parametrized based on the D1 simulation settings of 3GPP TR 36.942 [25].

Table A.1.2-1 Parameter Settings for MBMS LTE simulations

	Parameter
	Setting

	Center Frequency (MHz)
	2000

	Cell radius (m)
	288

	Bandwidth (MHz)
	5

	Penetration Loss (dB)
	20

	Speed (km/h)
	3

	Antenna Down tilt (degree)
	15

	Antenna Height (m)
	30

	Antenna Clutter Height (m)
	15

	Dhb (m)
	15

	Slope
	37.6

	I
	128.1

	Average EIRP (dBW, 5MHz)
	33

	eNB Tx Power (dBW)
	13

	UE Antenna Loss (dB)
	6

	Implementation Loss (dB)
	3

	Noise Figure (dB)
	6

	Penetration Loss (dB)
	20

	Receiver Height (m)
	1.5

	Vertical Beamwidth (degree)
	10

	Horizontal Beamwidth (degree)
	70


The simulation was carried out with a 19 sites configuration as shown in Figure A.1.2-2. Each site has 3 cells. All sites have 100% SFN operation. 30 UEs are uniformly dropped into the center site (dark green one) in each simulation run of 50 sec. In total 900 UEs are dropped and the SNR is sampled accordingly. The overall SNR distribution is also shown in Figure A.1.2-2. 
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Figure A.1.2-2 Simulation Grid and SNR distribution
Editor’s Note: So far, this section deals only with the MBSFN case. Tables with simulation parameters, a figure showing the simulation area and the simulation results for Tg and Tb at speeds of 3km/h and 120 km/h are also necessary for the SC-PTM case.
Based on those SNR traces, two representative traces were selected that in combination with MCS24 result in a 1%, 5%, 10% and 20% target BLER. 

The parametrization of the Markov model is as follows: 

-
each state persists for 10ms, and 

-
a state is good if it has:

-
less than 10% packet loss probability for the 1% and 5% BLER simulations, 

-
less than 40% packet loss probability for the 10% and 20% BLER simulations.

-
MCS=24 was used for all cases and then users at different 'MBMS geometry' were picked to get the different average error rate. 
The parameters for Markov channel modelling are provided in Table A.1.2-2.

Table A.1.2-2 Markov channel parameters

	Parameter
	Meaning

	[image: image14.emf]
	transition probability from Good state to Bad state

	[image: image15.emf]
	transition probability from Bad state to Good state

	[image: image16.emf]
	BLER in Good state

	[image: image17.emf]
	BLER in Bad state

	[image: image18.emf]
	Average Length of Bad state segment

	[image: image19.emf]
	Average length of Good state segment


The time in a good state Tg or time in a bad state Tb may be computed by multiplying the average length of a good (bad) segment by the sampling period. The probability of the good state and probability of a bad state may be computed as q/(p+q) and p/(p+q), respectively.

Specifically, the following parameters for the LTE MBMS channel simulations:

-
Channel model with Markov model loss rate of 1%, 2.5%,  5%, 7.5%, 10% and 20% target BLER with speed 3 km/h in Table A.1.2-3.

-
Channel model with Markov model loss rate of 1%, 2.5%, 5%, 7.5%, 10% and 20% target BLER with speed 120 km/h in Table A.1.2-4.

Table A.1.2-3: Markov parameters for 3 km/h

	Table 1

3 km/h
	
	
	
	
	
	

	 
	BLER = 1%
	BLER = 2.5%
	BLER = 5%
	BLER = 7.5%
	BLER = 10%
	BLER = 20%

	 p
	0.58%
	1.2%
	1.80%
	2.35%
	2.79%
	4.61%

	q
	36.13%
	30%
	24.01%
	22%
	20.90%
	16.80%

	sg
	98.42%
	96.15%
	93.02%
	90.3%
	88.23%
	78.48%

	sb
	1.58%
	3.84%
	6.98%
	9.65%
	11.77%
	21.52%

	pg
	0.03%
	0.045%
	0.06%
	0.2%
	0.56%
	1.16%

	pb
	59.47%
	64%
	70.54%
	76%
	82.30%
	89.20%

	BLER
	0.97%
	2.5%
	4.98%
	7,52%
	10.19%
	20.12%

	Tg (ms)
	1724 
	833
	555 
	426
	359 
	217 

	Tb (ms)
	28 
	33
	42 
	45
	48 
	60 


Table A.1.2-4: Markov parameters for 120 km/h

	Table 2

120 km/h
	
	
	
	
	
	

	 
	BLER = 1%
	BLER = 2.5%
	BLER = 5%
	BLER = 7.5%
	BLER = 10%
	BLER = 20%

	 p
	6.06%
	13%
	27.07%
	34%
	46.48%
	35.60%

	q
	94.30%
	82%
	70.95%
	60%
	50.95%
	63.29%

	sg
	93.97%
	86.31%
	72.39%
	63.82%
	52.29%
	64.00%

	sb
	6.03%
	13.68%
	27.61%
	36.17%
	47.71%
	36.00%

	pg
	0.00%
	0.00%
	0.00%
	0.00%
	0.00%
	9.72%

	pb
	17.31%
	18.5%
	19.54%
	20.8%
	22.33%
	40.40%

	BLER
	1.05%
	2,53%
	5.40%
	7.52%
	10.66%
	20.77%

	Tg (ms)
	165 
	77
	37 
	29 
	22 
	28 

	Tb (ms)
	11 
	12
	14 
	17
	20 
	16 


The derived Markov models can be assumed MCS independent, i.e. the loss distribution models depend only on the average BLER and the speed.

NOTE: Use of a high MCS value (24) for MBMS makes it difficult for most UEs to reliably decode received packets, resulting in a high packet error rate. The assumption that the loss distributions does not depend of the MCS value, but only from the average BLER and the speed is questionable.
The 3 km/h Markov models have much larger loss bursts than the 120 km/h ones. This can be seen by the average length of bad state segment (28ms<Tg<60 ms at 3km/h and 11ms<Tg<16 ms at 120 km/h).

In the scope of this study, intermediary channel models have been interpolated for target BLER at 2,5% and 7,5%, corresponding to the yellow columns in table A.1.2-3 and in table A.1.2-4.
* * * Next Change * * * *

A.2
Application layer FEC used for evaluation
A.2.1
General
For the need of performance evaluation of FEC in the MCPTT use case, we consider the usage of FEC Frame, with a Reed Solomon FEC scheme as defined in IETF RFC 6865 [20].

FEC Frame (for Forward Error Correction Framework) [19] is a mechanism, allowing the application of FEC to arbitrary packet flows over unreliable transport and is primarily intended for real-time, or streaming.

Reed Solomon FEC Scheme is optimal in terms of loss recovery capabilities when dealing with "small" blocks. Any k out of the n packets of a given block are sufficient to recover the original k source packets.

In this evaluation, each call is protected by a separated repair flow.

We call RS (k, n, l) the usage of Reed Solomon over FEC Frame with k source packets, n encoding packets (i.e. n-k repair packets) adding a latency of l ms.

The selected values for l used in the simulation are all inferior or equals to 160 ms, to respect the latency requirements (see subclause 6.3.4).
3 kinds of configuration, presented below, are evaluated. All these configurations require the alignment of the FEC blocks with the MCH Scheduling period. 
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