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1. Introduction
Review of TR 23.780 v0.3.0
2. Reason for Change
The TR contains a number of editorial issues.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 23.780 v0.3.0.
* * * First Change * * * *

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

BM-SC
Broadcast-Multicast Service Centre
GCSE
Group Communication System Enabler

FEC
Forward Error Correction

MBMS
Multimedia Broadcast and Multicast Service

MBSFN
MBMS Single Frequency Network

MCS
Mission Critical Service

MCPTT
Mission Critical Push To Talk

PDB
Packet Delay Budget
PCC
Policy and Charging Control

PLMN
Public Land Mobile Network
QoS
Quality of Service

RAN
Radio Access Network

TMGI
Temporary Mobile Group Identity

* * * Next Change * * * *

4.4.2
MCPTT requirements

Resource efficiency is required by MCPTT. To achieve resource efficiency for MCPTT it is assumed that the MCPTT server will analyse resource needs and decide on the usage of MBMS based on an on-demand or a predefined manner.

A prerequisite of a MCPTT call setup may be the availability of radio resources (see 3GPP TS 22.179 [2]). It is assumed that pre-established MBMS bearer with known bandwidth can be used to enable queuing of resource requests at application level.

Service continuity requires real time decision by the MCPTT server to transfer calls between unicast and MBMS delivery.  Besides the service continuity scenarios defined in GCSE (see 3GPP TS 23.468 [9]) it is assumed that there are other service continuity scenarios that may be required by MCPTT, such as service continuity between two MBSFNs.

The MCPTT performance requirements shall be met both when using unicast and broadcast. It is assumed that the MCPTT performance requirements may serve as input to MCPTT server on the decision to use MBMS bearers or unicast bearers.

* * * Next Change * * * *

5.1.1
Description

There is a MCPTT requirement to minimize the interruption at mobility. To fulfil this requirement a service continuity procedure is required. Furthermore for performance and capacity reason it is desirable to keep MCPTT UE in idle mode when receiving MCPTT group calls over MBMS. Hence, to transfer MCPTT group transmissions from MBMS to unicast to support service continuity should be avoided if possible.

Figure 5.1.1-1 illustrates four different service continuity use cases for an MCPTT UE moving around when MBMS is used. The different use cases can be described as follows:

1.
The MCPTT UE moves from one cell to another within the same MBSFN area. Both cells are contributing to the MBSFN transmission. This mobility case is supported in current RAN specification, see sub clause 15.4 in 3GPP TS 36.300 [11].

2.
The MCPTT UE moves from one MBSFN area to another MBSFN area. In this scenario both MBSFN areas are transmitting the same MBMS bearer, i.e. the same TMGI. MBSFN area 1 and MBSFN area 2 may use different frequency. This mobility case is currently not supported in a good way, the behaviour will be that the MCPTT UE detects bad reception from MBSFN area 1 and triggers a transfer to unicast. After some time the MCPTT UE will detect the MBSFN area 2 transmission and return to reception over MBMS. In this scenario it is not possible to avoid going to unicast. This scenario shall also consider that there may be different TMGIs or the same TMGI used in the two MBSFN areas.

3.
The MCPTT UE moves from one MBMS services area to another MBMS service area. In this scenario the two MBMS service area transmissions use different MBMS bearers i.e. different TMGI. Furthermore a specific MCPTT group call could but is not required to be transmitted in both MBMS service areas. This mobility case is currently not supported in a good way, the behaviour will be that the MCPTT UE detects bad reception from MBSFN area 2 and triggers a transfer to unicast. After some time the MCPTT UE will detect the MBSFN area 3 transmission and if the same group call is transmitted in the new area the MCPTT UE will return to reception over MBMS. In this scenario it is not possible to avoid going to unicast. This scenario shall also consider that there may be different TMGIs or the same TMGI used in the two MBSFN areas.

4. The MCPTT UE moves out from an MBSFN area to a new cell that is not transmitting over MBMS. This service continuity use case is defined in 3GPP TS 23.468 [9].

The key issue described is the service continuity issues in use case 2 and use case 3 according to the description above.

Editor's note:
It is FFS how service continuity should work from MBMS transmission to a MCPTT UE moving out of coverage and served by a UE-network relay.
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Figure 5.1.1-1: Service continuity use cases

* * * Next Change * * * *

5.2.1
Description

The service announcement procedure provides MBMS bearer related information to the MCPTT client, so that the MCPTT client knows how to receive the data over a MBMS bearer. Typically this information includes TMGI, Multicast address and session related information. Besides providing the correct service announcement information there are two key items that the service announcement procedure must consider:

1.
Deliver the service announcement information in time to meet performance requirements

2.
Handle a high load situation so not the service announcement procedure itself loads the cell significantly

The current functionality of MCPTT sends the service announcement information over a unicast bearer in a SIP MESSAGE request. This provides a relative quick and secure way to send service announcement messages; however it requires a unicast bearer, which consumes network resources. Furthermore in a congested situation it is not feasible to send a service announcement over SIP on a unicast bearer, an update of the service announcement information will drown the cell during congestion.
* * * Next Change * * * *

5.3.1
Description

There is a MCPTT requirement that the EPS shall inform the MCPTT system if a new MCPTT call cannot be set up. When using MBMS in a high load scenario all MCPTT users cannot acknowledge the MCPTT call setup. This would cause an overload from receiving user's acknowledgements. To handle this, the MCPTT users shall be able to receive the MCPTT call and remain in idle mode, which also means that the MCPTT server must trust that the MCPTT user is able to receive the MCPTT call, and furthermore it must trust that the client reports when reception of the MBMS bearer is not of sufficient quality.

Between MCPTT calls there might be long period of silence. During these periods it is difficult for the MCPTT client to analyse the reception quality of the MBMS bearer and notify the server if the quality goes below a threshold.

The issue becomes more complex due to mobility, since the UE in idle mode does not automatically report a cell change. Furthermore the MBMS activation procedure does not provide a feedback on which cells that were activated in an MBMS service area.

5.4
Key issue 4 - Handling resource shortage

5.4.1
Description

In a situation when cells in an area are heavily loaded, the MCPTT server must be able to prioritise and queue MCPTT call requests in respect of resource availability. When the MCPTT server is requesting unicast resources over Rx, it is not possible to queue a requests in PCC. A request over Rx will be acknowledged with an accept answer or reject answer; it cannot be put on hold. When resources are allocated in RAN, the MCPTT can be notified about the success or other outcome of the resource allocation. From an MCPTT server perspective this can be used to fulfil the requirement that the EPS shall inform the MCPTT system if a new MCPTT call cannot be set up. This can happen at radio resource shortage. However to manage queuing of MCPTT call requests in such situation is not possible with the existing functionality of PCC.
* * * Next Change * * * *

5.5.1
Description

When a new MCPTT call is established on unicast bearers, all participants that are in idle mode are paged by the EPS network to initiate the procedure to transfer the MCPTT clients to connected mode. The paging procedure is critical for the performance of the MCPTT call setup. The paging cycle can be set to a minimum of 320 ms. Typically PLMN operators tune networks with longer paging cycle to reduce power consumption. 

The first talk burst in a MCPTT call will have underperforming mouth to ear latency (KPI 3) when there are users to be paged. The reason for this is that the user that requests the MCPTT call will get a quick acknowledgement back and may start to transmit. However paging of receiving users will take time and the EPS network will need to buffer the media for these users until radio resource are available. This will have the consequence of degraded mouth to ear latency. 

This issue increases specifically for MCPTT broadcast group calls, which only consist of one talk burst.

5.6
Key issue 6 - Usage of Forward Error Correction (FEC)

5.6.1
Description


Experience shows that today certain services over MBMS (live TV broadcast, VoD…) may suffer significant packet losses (1-5% as order of magnitude). To overcome the situation and guarantee the expected coverage, MBMS deployments add an adapted FEC percentage, based on QoE metrics.

Mission critical communications over MBMS use the GCSE architecture defined in 23.468 [9], which has no FEC support today. Impacts on MCPTT, MCVideo, MCData quality of service have not been evaluated and shall be studied. This key issue shall describe whether FEC should be applied to MCPTT, MCVideo and MCData services, to allow them to reach their respective required levels of QoS (packet losses and packet delay budget).This key issue shall produce the transport requirements for reaching the required QoS for MCPTT, MCVideo and MCData services. 

Implications with encrypted information, multiple media on the same broadcast channel or interoperability when switching between broadcast and unicast bearers may need to be also addressed.

* * * Next Change * * * *

5.12.1
Description

From a mission critical service point of view there are advantages of MBMS media delivery while the UE is in idle mode. These advantages include MC service operation in a downlink (receive-only) mode for MCPTT, MCVideo, or MCData. For example, MCVideo calls may be significantly longer than MCPTT talkbursts. Identifying those MC UEs that could effectively operate in this receive-only mode for significant periods of time could be a potential uplink bearer resource saving to a densely populated incident where uplink bearer resources need to be conserved for those MC users that need them the most.

This key issue includes the following considerations for MBMS media delivery while the MC UE is in idle mode:

· From an MC services application procedure perspective, what aspects can help maintain or inhibit preservation of this receive-only mode during MC service delivery

· Optimized application signalling across the GC-1 interface to best utilize this receive only mode

· Implications to this receive only mode of MC service delivery with respect to mobility
* * * Next Change * * * *

6.1.2
Procedure

The procedure defined below enables the MCS to announcement a new MBMS bearer.

Pre-conditions:

· An MBMS bearer used for MCS application signalling messages must have been pre-established and announced to the MCS client.

· Additional MBMS bearer information may have already been announced to the client.
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Figure 6.1.2-1: MBMS bearer announcement over an MBMS bearer

1.
The MCS client monitors an MBMS bearer that is used for MCS application signalling messages, such as bearer announcement messages.

2.
The MCS server activates a new MBMS bearer.
3.
The MCS server decides to announce the MBMS bearer to the MCS client. The bearer may have just been activated or may have already been running for some time. The step may be repeated as needed.

4.
The MCS server sends a MBMS bearer announcement on the MBMS bearer used for MCS application signalling messages. The MBMS bearer announcement contains the identity of the MBMS bearer (e.g. the TMGI) and may optionally include additional information about the newly announced bearer. Required and optional MBMS bearer announcement details may have already been provided. In this case the MBMS bearer identity could be used as a key for such MBMS bearer details.

5.
The MCS clients start to monitor the newly announced MBMS bearer.

6.
If requested by the MCS server, the MCS client sends an acknowledgement of the MBMS bearer to the MCS server.

7.
The MCS server decides to de-announce a MBMS bearer.

8.
The MCS server sends a MBMS bearer de-announcement message that contains the identity of the MBMS bearer.

9.
The MCS client stops monitoring the de-announced MBMS bearer.

A similar procedure can also be used to modify existing MBMS bearer announcement information. Example of such modification could be addition of UDP ports or modification of codec in the SDP.

6.1.3
Impacts on existing nodes and functionality

New procedures are needed in MCS client and MCS server.

6.1.4
Solution evaluation

This solution provides the benefit that the MCS client may stay in idle mode and still receive the MBMS bearer announcement messages. It also provides the MCS server the possibility to activate or deactivate the monitoring of a MBMS bearer in the MCS client. Using a MBMS bearer for application signalling messages can also improve the MBMS bearer announcement performance and while keeping UEs in idle mode when providing additional MBMS bearer announcement information to the MCS client.

6.2
Solution 5-1: Enhanced MCPTT group call setup procedure with MBMS bearer

6.2.1
Description

When the MCPTT server initiates a new MCPTT call, the MCPTT server may decide to use unicast bearers or broadcast bearers for the downlink media. A similar decision may also be made for other types of media communication e.g. MCVideo. To decide to use broadcast or unicast involves a number of aspects. The figure 6.2.1-1 describes a procedural flow to support such decision.

The flow described evaluates which bearer type to use for a new MCPTT group call. It is assumed that if an MBMS bearer is active it is also announced to the device.

Editor's note:
It is FFS if an announcement can be triggered by the MCPTT group call setup within the performance requirements4
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Figure 6.2.1-1: MBMS bearer decision flow

On a high level the procedure outcome is to use unicast or broadcast bearers for the new MCPTT group call. For an enhanced call setup procedure the MBMS bearer may be used to trigger the use of a unicast bearer.

6.2.2
Procedure

The procedure defined in this figure 6.2.2-1 can be used in the following scenarios:

-
Initiate a new call on unicast bearer

-
Transfer an ongoing call from broadcast bearer to unicast bearers

Pre-conditions:

· There must be an active and announced MBMS bearer
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Figure 6.2.2-1: Group paging over an MBMS bearer

1.
The MCPTT server initiates a new MCPTT group call on unicast or decides to transfer an ongoing call to unicast.

2.
The MCPTT sends an application group paging message on the MBMS bearer to inform the MCPTT client that the MCPTT server will initiate media transmission over a unicast bearer.

NOTE:
The group paging message is sent with the assumption that there are UEs in idle mode. Furthermore this message is an application level paging message and does not replace the normal paging procedure executed by EPC and RAN.

3.
In the case that the UE is in idle mode the UE will initiate a service request to transfer the UE to connected mode.

4.
The MCPTT server stops sending the media over an MBMS bearer. This step is only performed if transferring an ongoing call.

5.
The MCPTT server initiates the media transmission over the unicast bearer.

Step 4-5 may be performed in parallel with step 2-3. Step 5 will trigger a normal paging in EPC and RAN if step 3 if the client is still in idle mode.
* * * Next Change * * * *

6.3.2.1
MCPTT

In MCPTT, MBMS bearers are used to transport call control and floor control through a general purpose channel in addition to media. 

Messages for call control and floor control are already protected against losses by repeating them (see clauses 4.1.3.2 and 4.1.3.3 in 3GPP TS 24.380 [10].

The MCPTT calls are transported as RTP streams. 

With a pre-established MBMS bearer, several MCPTT group calls can be transported. This bearer is announced by a SDP, containing several media descriptions, defining a set of slots for the upcoming calls. Destination IP addresses and port of these calls are not defined in advance within the SDP but announced within the Map Group To Bearer message (clause 8.4.4 of 3GPP TS 24.380 [10]).

* * * Next Change * * * *

6.3.2.3
MCData

MCData offers a wide range of features: Simple messaging, File Distribution, Data Streaming capabilities. 

Only data streaming capabilities will be studied. It is assumed that the data streaming will be transported as a UDP flow within a MBMS Bearer.

Editor's note:
The applicability of FEC for MCData requires further evaluation.

6.3.3
QoS requirements

6.3.3.1
QCI and target packet error loss rates

It is assumed that the target packet loss rates are defined in 3GPP TS 23.203 [8] by the QCI 65 (MCPTT: 10-2) and 70 (MCData: 10-6).

Editor's note:
FFS in case of MCVideo.
These packet loss rates define the residual packet loss rates after the FEC decoding.

The PDB (Packet Delay Budget) defined by these QCI are not necessarily in line with the latency performance requirements synthetized in the next section.

* * * Next Change * * * *

6.3.4
Group call – Call flow

It is assumed that the bandwidth of an MBMS bearer cannot dynamically be modified. Existing procedures in 3GPP TS 23.246 [8] section 4.4.3.6 (Session Update) and 3GPP TS 23.468 [9] section 5.1.2.4 (Modify MBMS Bearer Procedure) don’t support bandwidth modifications of established MBMS bearers. The FEC cannot be switched on and off on a per need basis, e.g. due to an UE request (as this UE is experiencing worse or better radio conditions) as this would require too much signalling.

Consequently when creating a pre-established MBMS bearer, the MCPTT AS request to the BM-SC shall include: 

· a target FEC percentage

· optionally a max additional latency 

· the SDP to be announced to MCPTT clients

The BM-SC response shall include the modified SDP containing the FEC information. This modified SDP shall be used when announcing the newly created bearer to the MCS clients. 

When a UE is in conversation, the RTP packets are transmitted over unicast to the MCPTT server and then broadcasted over the corresponding bearer to all participants (under coverage of the Service Areas). The BM-SC adds the requested FEC, the receiving UEs can use the additional FEC redundancy to recover losses.
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Figure 6.3.4-1: MCPTT Group call using FEC over MBMS

6.3.5
FEC Transport requirements

This clause proposes a set of requirements to be addressed for the design of a FEC protocol, compliant with the call flow in the previous section:

· The FEC protocol shall be configured for a given bearer, by at least the following parameters:

· The code rate (or FEC percentage)

· maximum additional end to end latency

· The FEC protocol shall not introduce any significant jitter in the service consumption

· The FEC protocol shall be able to protect any UDP packets conveyed by the MB2-U interface. In particular, the BM-SC does not know in MCPTT the characteristics (destination IP and port, communication start and stop times) of the set of medias to be transported.

· The FEC codec should be systematic: the source packets should be transported unaltered, with the exception of a possible additional trailer or footer.

· The FEC protocol parameters shall be fully described by an additional media section within the SDP.

· The FEC protocol should be able to dynamically adapt its code rate according to the traffic. In particular, in a pre-establisher MBMS bearer for MCPTT, the FEC protocol should be able to exploit the unused bandwidth if the media slots are not all used, to offer an additional protection.

· The FEC encoding and decoding time and the required CPU shall be negligible.

· After the decoding, the MBMS middleware shall output, to the MCS client, the same streams as provided on the MB2-U interface.


[image: image7]
Figure 6.3.5-1: Protection of any UDP packets conveyed by the MB2-U interface, MCPTT case.
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