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Introduction
At the last meeting it was agreed to include material on Group Regrouping in TR 23.779 which has now been included in TS 23.179. The proposal agreed is based solely on creating a merged Group in the Group Management Server. At SA6#4 BlackBerry raised the issue with the proposal that it did not take into account merging groups involving active group calls. There was agreement that this was an issue at SA6#4. 

Discussion
In our view it is important that the issue of regrouping of active group calls is resolved in release 13 since many MCPTT groups will be of the chat group model. Such chat groups are likely to be the primary groups used by first responders both for their basic everyday group communication and established for specifc incidents. For the basic every day group communication case these groups will likely be in an active group call semi permanently with participants joining the chat group call when they come on shift and leaving the chat group call when they go off shift. While the chat groups established for specific incidents may only be in an active group call just for the duration of the incident it is even more important that there is no interruption of the group call when a group regrouping takes place since an active incident is in progress and any interruption of communication could be the difference between life and death or serious injury.
Regrouping involving one or more active group calls needs to ensure that communication is maintained during the transition and that pending requests for the floor (including queue positions, priorities etc) from each group that is merged are preserved and integrated together after the transition into the merged group call.
Requirements

Group Regrouping enables dispatchers or any authorized user to temporarily combine MCPTT Groups. A dispatcher uses Group Regrouping for different reasons.

Due to an incident in an area it can be necessary to temporarily enable MCPTT Users from different MCPTT Groups to communicate to each other to coordinate. After the incident the dispatcher cancels the Group Regrouping and the MCPTT Users continue with their original configured MCPTT Groups.

During quiet periods control room managers can decide to combine MCPTT Groups and handle their operations and communications with one dispatcher. In the busier period the Group Regrouping is cancelled and the MCPTT Groups are handled by separate dispatchers.

[R-6.6.1-001] Group Regroup and User Regroup operations shall be manageable by authorized MCPTT Users.

[R-6.6.1-002] The temporary group formed by Group Regroup or User Regroup operations shall persist until torn down by an authorized MCPTT User.

[R-6.6.1-003] The priority of the temporary group formed by a Group Regroup or User Regroup operations shall be established by the creator of the group within bounds established by MCPTT Administrators.

[R-6.6.1-004] The MCPTT Service shall enable an MCPTT Administrator to authorize MCPTT Users to be able to perform dynamic regrouping operations.

[R-6.6.1-005] The MCPTT Service shall enable an MCPTT Administrator to configure whether a temporary group is encrypted.

[R-6.6.1-006] The temporary group formed by Group Regroup or User Regroup operations shall support all of the calling features of any other MCPTT Group, except the ability for a temporary group formed by a Group Regroup operation to be included in another Group Regroup operation.

[R-6.6.2.2-001] The MCPTT Service shall provide a means of dynamically combining a multiplicity of groups into a new, temporary group (i.e., to perform a "Group Regroup operation").

[R-6.6.2.2-002] The MCPTT Service shall notify MCPTT Users when any of their affiliated groups are affected by a Group Regroup operation.
[R-6.6.2.2-003] The MCPTT Service shall provide information to an authorized MCPTT User if that user is attempting to Group Regroup MCPTT Groups of different security levels.

[R-6.6.2.2-004] The MCPTT Service shall enable an authorized MCPTT User to set the security level of the Group created from a Group Regroup operation. Where an MCPTT User does not specify the security level the MCPTT Service shall default the security level to be set to the lower security level of the constituent Groups.

[R-6.6.2.2-005] The MCPTT Service shall notify Affiliated MCPTT Group Members of a constituent MCPTT Group when the security level of the MCPTT Group that they are using lowers as a result of a Group Regroup operation.

[R-6.6.2.2-006] The MCPTT Service shall enable an authorized MCPTT User to set the priority level of the group formed from a Group Regroup operation. Where an MCPTT User does not specify the priority level the MCPTT Service shall default the priority level to be set to the higher priority level of the constituent Groups.
[R-6.6.2.2-007] Broadcast Groups shall be able to be included in a Group Regroup operation.
 [R-6.6.3-001] The MCPTT Service shall enable an authorized MCPTT User to create a temporary Group-Broadcast Group from a multiplicity of MCPTT Groups.

[R-6.6.3-002] The MCPTT Service shall only allow the creator of the temporary Group-Broadcast Group to transmit on it.
Proposed solutions

Replacement Call Model

The concept with this model is to set up a new parallel call involving the multiple groups using the mechanism already defined in OMA PCPS for obtaining the members of groups that are a subset of a larger group. Any queued pending requests for the floor will need to be transferred from the old group calls to the new merged temporary group call. Also the process needs to be reversible so the groups can be separated again. Group meta data (e.g. queue position, priorities, etc.) from the existing group calls needs to be transferred across to the new group call state machine and integrated with the meta data from the other groups to form the merged temporary group meta data.
Where participants of a group call to be merged are using unicast they will need to be invited individually to join the new merged temporary group call who then join the new merged temporary group call.
Where participants of a group to be merged are using multicast the invitation to join the new merged temporary group call can be broadcast to members of the second group who then request to join the new merged temporary group call.  

While the transition is taking place the participants will need to be simultaneously participating in both the new merged temporary group call and in their original group calls using simultaneous call mechanism. When the commencement mode conditions for the new merged temporary group call are met then the communication should take place in the merged temporary group call and the original group calls are put on hold.

When the temporary group is torn down the process will need to be reversed with meta data about pending requests from group participants being transferred back to the original group call of that participant, the participants being invited to join the original group call and a period of simultaneous calls during the transition until the commencement mode conditions for each group are met. Only then can the temporary group call be torn down.
Master Slave Model

The concept with this model is that a new MCPTT Server (or one of the existing MCPTT Servers hosting a group call) is assigned as the Master MCPTT Server for the merged temporary group call and the existing MCPTT Servers hosting each of the separate Group Calls act as Slaves to the Master MCPTT Server. The Master MCPTT Server controls the floor control actions of the Slave MCPTT Servers using the Moderated Floor Control mechanism defined in OMA PCPS for Moderated PoC Groups. This allows the Master MCPTT Server to act in the role of the moderator and the slave MCPTT Servers would act similarly to the PoC Server in a Moderated PoC Group Call and the same floor control messages could be used to allow the Master MCPTT Server to receive requests for the floor and to assign the floor to participants of other groups via their original MCPTT Server.
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Master and Slave MCPTT Servers for 5 merged groups
The OMA PCPS Moderated PoC Groups mechanism and the moderated floor control allows a PoC Client to perform the moderator role and instead of the PoC Server making the decisions as to who gets the floor next the requests for the floor are forwarded by the PoC Server to the moderator that then instructs the PoC Server who to grant the floor to next. With some minor enhancement this mechanism can be used to allow a Master MCPTT Server to perform floor control for multiple MCPTT Groups that remain hosted on their original MCPTT Servers. 
Key steps for merging Multiple Groups:
1. The Dispatcher that wants to regroup multiple MCPTT Groups sends a request to a MCPTT Server to establish a regrouped MCPTT Group Call involving multiple MCPTT Groups. This MCPTT Server will be the Master MCPTT Server. Alternatively instead of coming directly from the Dispatcher the request could come from the Group Management Server when a group has been created from multiple groups.
2. The Master MCPTT Server then sends a request to each of the MCPTT Servers already serving the other groups indicating that the MCPTT Group Call is to be merged and that this MCPTT Server will be the master controller for the merged MCPTT Group Call and the receiving MCPTT Server is to act as a slave. The Master MCPTT Server also provides an address where to forward media and floor control messages.

3. The Slave MCPTT Server then provides the Master MCPTT Server with existing state information such as the queued Floor request information and the affiliated members of the MCPTT Group as well as whether they are currently participating in the Call.
4. The Slave MCPTT Server(s) then send(s) indications of requests for the floor to the Master MCPTT Server.

5. The Master MCPTT Server then sends indications of who is granted the floor to the Slave MCPTT Servers.

6. The Master MCPTT Server provides the Slave MCPT Servers with information about the participants in the other MCPTT Group Calls so that this information can be provided to the MCPPT Clients in the original MCPTT Group Call.

The key steps for demerging Merged Multiple Groups are:

1. The Dispatcher that wants to demerge multiple groups sends a request to the Master MCPTT Server indicating that the merged groups are to be demerged. Alternatively instead of coming directly from the Dispatcher the request could come from the Group Management Server when a group containing multiple groups is deleted.
2. The Master MCPTT Server the sends a request to each of the Slave MCPTT Servers indicating that the MCPTT Group Call is to be demerged. 

3. The Master MCPTT Server then provides the Slave MCPTT Servers with the queued Floor request information.

4. The Master MCPTT Server then sends a request to end the merged group call with each of the Slave MCPTT Servers.

Evaluation of solutions

The Master Slave Model has the advantage that there is no disruption of the ongoing group call when regrouping takes place , whereas with the Replacement Call Model there is still a window when some MCPTT Clients may still be participating in the original group call while others are participating in the merged group call. With the Master Slave Model the MCPTT Client is not impacted by the group regroup operation and continues 
Minor enhancements of the Moderated Floor Control mechanism specified in OMA PCPS is required to make the Master Slave model work without the need for call transfer operations required in the Replacement Call Model.

A possible disadvantage of the Master Slave Model compared with the Replacement Call Model is that in the cases of multicast groups the MCPTT Clients remain on their original multicast bearers. This however eliminates the problem of providing new keys to decode the new multicast channel which is required with the Replacement Call Model. However since the regroup operation is temporary and there needs to be the capacity to support the groups with separate bearers  
Proposal

P-CRs are provided for both models for TS 23.179 but it is recommended that the Master Slave Model is adopted.
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