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Relationship between MCPTT groups and MBMS bearers

In the general case, an MCPTT Group has several media flows associated with it: e.g. voice (audio), video, messaging etc. Those media flows can be controlled (e.g. turned on/off) or modified (e.g. codec rate) independently. They can be transmitted on separate MBMS bearers (of different QoS characteristics, potentially) or they can be multiplexed on the same MBMS bearer. Additionally, media flows from different MCPTT Groups could also share (be multiplexed on) the same MBMS bearer. 

The ability of temporarily associating and dissociating MCPTT Groups to and from specific bearers can provide significant capacity savings through statistically multiplexing and through reduction of the delay inherent in the starting and stopping of bearers.

Therefore, the MBMS bearers should be independent of the MCPTT Groups and their media flows, in the sense that for a limited amount of time, any MBMS bearer should be able to transport any media flow, providing they are QoS-wise compatible. Afterwards, the MCPTT Group media flows could be mapped temporarily to a different MBMS bearer. Similarly, traffic from several MCPTT Group media flows could be temporarily multiplexed together on a set of bearers in a certain way and afterwards multiplexed in different way, subject, of course, to QoS compatibility rules. In all these cases, eliminating or reducing data loss and delay due to bearer switching is a very important feature of a mission critical system.

The concept of bearer switching extends also to unicast bearers, in the sense that there can be switching of media flows between unicast bearers and MBMS bearers. To reduce delay and data loss, it is essential to be able to detect or be notified rapidly of relevant events (e.g. new bearer available / current bearer no longer available) and to be able to actually effect the bearer switching in a very short amount of time.

In practice, there are many instances where the association between bearers and MCGPTT Group media flows is static, i.e. it may not change at all for the duration of the call and/or the life of the MBMS bearer.  









MCPTT Group calls using MBMS bearers

In general, MCPTT Group call control is performed via a bidirectional unicast link on the GC1 interface, between the UE and the MCPTT AS. Occasionally, the call setup signalling itself will need to be carried by previously established MBMS bearers. Since normally the MBMS bearer will be shared among several UEs, it is possible that the final phase of the call setup will not necessarily allocate or activate a bearer immediately, but just identify it. In other words, the MCPTT Group call setup binds a call to one or more MBMS bearers (in the same or on different MBSFN Areas), that may or may not have already been setup. Once the call setup phase is completed, the UE has to acquire the identified set of bearers: that can happen instantaneously if the bearers are already allocated and active, or the UE may need to wait until it detects that the identified MBMS bearer has come on-line. 

It is also possible that at the end of the call setup phase, the MCPTT UE may transition from the RRC CONNECTED state to the RRC IDLE state, with the effect that the unicast signalling channel between the MCPTT UE and the MCPTT server ends. However, in this situation, the MCPTT Application Client on the MCPTT UE needs to maintain the active state of the call and the binding of the MBMS bearers and then proceed to waiting to detect and decode the MBMS bearers, as they become active, and eventually receive user plane traffic on them. 

The MBMS bearers allocation and activation is independent of the call setup, in the sense that it can precede it (the most usual case) or succeed it in time, relative to the end of the call setup phase. MBMS bearer management is done according to TS 23.468 [7], on the MB2-C interface. If an MBMS bearer fails to activate upon request or the Application Server gets notified of an MBMS bearer termination or suspension, the Application Server could attempt to start or continue the call on different MBMS bearers or on unicast bearers.
7.4.2
Application plane

7.4.2.2
MCPTT application service

This functional entity acts as the user agent for all MCPTT application transactions. It also supports location reporting, presence, and status reporting.

Editor's note:
In the allocation of functional entities, this functional entity is allocated to the user's device. The Signalling user agent functional entity and floor participant functional entity are collocated with this functional entity, which is for further study.

7.4.2.2.2
MCPTT server

The MCPTT server functional entity provides centralised support for MCPTT services.

All the MCPTT clients supporting users belonging to a single group are required to use the same MCPTT server for that group. An MCPTT client supporting a user involved in multiple groups can have relationships with multiple MCPTT servers.

NOTE:
Possible requirements for handling multiple distinct media on different MCPTT servers is not covered in this version of the document.
************************************  Begin change 1 *************************************

The MCPTT server functional entity is also responsible for:

· Tracking MCPTT UE location with respect to multicast service availability
· Allocation of multicast resources

· Association of multicast resources to calls
· Determining for each MCPTT UE involved in a given call whether to use unicast or multicast transport 

· Announcing the assignment of multicast transport for specific calls to MCPTT UE
-     Informing the MRFC of the media streams requiring support for a given call
************************************  End change 1 *************************************
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