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Discussion
Solution 1-2 should not be pursued further for Rel-13 since SA2 has decided not to specify solution for UE-to-UE relay in Rel-13 and RAN did not consider UE-to-UE relay in the scope of their work in Rel-13.
Solution 4-2-2-2 was accepted for normative phase with approval of information flow in subclause 7.4.1 (transferred to subclause 10.4.1 in TS 23.179 v0.1.1) "Temporary group formation – group regrouping involving multiple MCPTT systems".

Solution 4-2-2-1 is similar to solution 4-2-2-2 except that it deals with the scenario of groups handled within the same MCPTT system. So solution 4-2-2-1 is also proposed to be adopted for Rel-13 normative work.

For solution 6-1-3, the UE-to-UE relay part cannot be pursued further considering that ProSe UE-to-UE relays are not provided in Rel-13.

Solution 6-2-2 was accepted for normative phase with approval of several information flows in subclause 7.6 (transferred to subclause 10.6 in TS 23.179 v0.1.1) "Floor control for on-network MCPTT service". As a result, solution 6-2-1 does not need to be pursued further.
Proposal

It is proposed to capture the above conclusions with the below changes on TR 23.779 v1.0.0. 

FIRST CHANGE

5.1.2
Solution 1-2: Off-network MCPTT service using ProSe UE-to-UE relay
5.1.2.1
Functional description
The solution described in this clause assumes that off-network MCPTT Service using ProSe UE-to-UE Relay is supported with a centralised MCPTT server residing in the ProSe UE-to-UE Relay, as illustrated in figure 5.1.2.1-1.
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Figure 5.1.2.1-1: High-level architecture view for off-network MCPTT with ProSe UE-to-UE relay
In reference to figure 5.1.2.1-1, the Remote UEs (UE-1 and UE-2) are out of each other’s transmission range, but are both within the transmission range of the Prose UE-to-UE Relay (UE-R). UE-1 and UE-2 are able to communicate with each other using the communication service provided by the UE-to-UE Relay.

The solution for off-network MCPTT with ProSe UE-to-UE relay described in this clause has the following salient features:

-
Off-network MCPTT with ProSe UE-to-UE relay (similar to on-network MCPTT and UE-to-network relay MCPTT) relies on a centralised architecture where the MCPTT service is provided to the MCPTT client via the MCPTT server residing in the Remote UE and Prose UE-to-UE relay, respectively.

-
The MCPTT server residing in the ProSe UE-to-UE relay includes the following functionality:

-
SIP Registrar as defined in IETF RFC 3261 [8].

-
SIP session control for the registered users.

-
Optional SIP Proxy and SIP B2BUA functionality.

-
Support for a SIP-based interface (GC1-off-network) towards the Remote UE.

-
Support for centralised floor control (e.g. with the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9]).

-
The ProSe UE-to-UE relay (including the MCPTT server) may be perceived as a Layer-7 relay.

NOTE 1:
The MCPTT server function may reside in a Remote UE, noting that this would lead to a suboptimal usage because every GC1-off-network hop would involve two PC5 hops. Another reason for collocating the MCPTT server function with the Layer-3 Relay (UE-R) is to allow UE-R to advertise the collocated MCPTT server capability.

NOTE 2:
The solution is intended for scenarios where there is a suitable candidate that can serve as Prose UE-to-UE relay (e.g. high-power vehicle-mounted UE).

NOTE 3:
The PC5 aspects (e.g. relay discovery, PC5-layer authentication and point-to-point link establishment, IP address/prefix assignment) of the Relay are described in 3GPP TR 23.713 [6]. The present document focuses primarily on GC1-off-network aspects.
NOTE 4:
The ProSe UE-to-UE relay (in absence of the MCPTT server) is a layer-3 relay (i.e. an IP router). It provides basic IP connectivity to the Remote UEs (UE-1 and UE-2).

5.1.2.2
Procedures

5.1.2.2.1
General

The following procedures are described with call flows:

-
Registration for MCPTT service and establishment of MCPTT communication session: describes how the MCPTT client residing in the Remote UE registers for MCPTT service with the MCPTT server residing in the Relay. The procedure also describes how a Remote UE (UE-1) establishes an MCPTT group session with another Remote UE (UE-2) or joins an established MCPTT Group session.

-
Floor control: describes how floor control is arbitrated by a centralised floor controller residing in the MCPTT server.

5.1.2.2.2
Registration for MCPTT service and MCPTT group communication setup

Outlined in figure 5.1.2.2.2-1 are the control plane procedures for MCPTT client registration and MCPTT Group communication establishment in the presence of a Prose UE-to-UE Relay.
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Figure 5.1.2.2.2-1: Registration for MCPTT service and MCPTT group communication setup

1.
The Remote UE (UE-1) performs ProSe UE-to-UE relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with the Relay. In the process UE-1 is also assigned an IP address/prefix by the Relay. After completion of this procedure there is basic IP connectivity between UE-1 and UE-R.

NOTE 1:
Step 1 will be entirely described in 3GPP TR 23.713 [6].

2.
The MCPTT client in UE-1 registers with the MCPTT server residing in UE-R by sending a SIP REGISTER message. The message also carries the personal application-layer identifier of the requesting user (e.g. john.doe@firstresponder.com).

3.
The SIP registrar functionality in the MCPTT server records the request by associating the IP address of UE-1 with the personal SIP URI of the registering user and sends an acknowledgement.

4.
UE-1 indicates its affiliation with MCPTT groups with which it wishes to engage in MCPTT group communication. The MCPTT group is identified via a Group ID i.e. an MCPTT group specific URI (e.g. fire.brigade75@firstresponder.com).

NOTE 2:
The user of UE-R may or may not be a member of the requested MCPTT Group. It is up to the user of UE-R to decide whether a non-member UE-R shall be authorised to act as Prose UE-to-UE relay.

5-8.
The corresponding steps for UE-2 are performed.

9.
The MCPTT server in UE-R may now start sending SIP INVITE (MCPTT Group Y) messages to the registered MCPTT clients.

NOTE 3:
If the user of UE-R takes part in the MCPTT group communication as an MCPTT Group member, UE-R may send the SIP INVITE message to the MCPTT clients as soon as they register (e.g. step 9b could be performed right after step 4).

NOTE 4:
In case UE-1 and UE-2 wish to engage in MCPTT private (one-to-one) call, the SIP INVITE message in step 9 is sent by either UE-1 or UE-2 and contains the personal SIP URI of the called user (instead of an MCPTT Group ID).

10.
OK messages.

11.
At this point UE-1 and UE-2 may engage in an MCPTT communication session.

NOTE 5:
In case of MCPTT group communication the MCPTT server receives content from one UE and distributes it to the group. In case of an MCPTT private call the relay operation can be equivalent to IP routing.

5.1.2.2.3
Floor control procedure

Outlined in figure 5.1.2.2.3-1 is the floor control procedure (only for applications that need it).
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Figure 5.1.2.2.3-1: Floor control procedure

The call flow is largely self-explanatory and needs no step-by-step description. The following assumptions apply:

-
Floor control messages (Floor Request and Floor Grant in figure 5.1.2.2.3-1) may be based on the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9].

-
Floor control requests are arbitrated by a centralised floor control server collocated with the MCPTT server.

5.1.2.3
Impact on existing entities and interfaces
System-level considerations:

-
PC5 needs to be enhanced as part of Rel-13 work item eProSe-Ext to support the following (also refer to step 1 and step 5 in figure 5.1.2.2.2-1):

- Relay discovery

- one-to-one communication (including PC5-level mutual authentication between the Remote UE and the Relay UE, as well as IP address assignment).

-
One-to-many communication over PC5 defined in Rel-12 is needed only if multicast delivery is required over PC5.

-
The Relay UE needs to support IP router functionality.

Application-level considerations:

-
MCPTT server residing in the Layer-3 UE-to-UE relay includes the following functionality:

-
SIP Registrar as defined in IETF RFC 3261 [8].

-
SIP session control for the registered users.

-
Optional SIP Proxy and SIP B2BUA functionality.

-
Support for a SIP-based interface (GC1-off-network) towards the Remote UE.

-
Support for centralised floor control (e.g. with the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9]), the Relay serving as the floor arbitrator.

Editor's note:
The security aspects at GC1-off-network level in this architecture are FFS. This includes end-to-end authentication between UE-1 and UE-2 (if needed), mechanism allowing a UE to assert its affiliation with a specific MCPTT Group and mechanism for end-to-end security (UE-1 to UE-2) that would prevent a non-member Relay to eavesdrop on the MCPTT Group communication (if needed). Note that both UE-1 and UE-2 have already been individually authenticated by the ProSe UE-to-UE Relay at PC5 layer upon establishing the secure point-to-point link with the Relay, as described in 3GPP TR 23.713 [6].

5.1.2.4
Solution evaluation

SA2 has decided not to specify solution for ProSe UE-to-UE relay in Rel-13, and RAN did not consider UE-to-UE relay in the scope of their work in Rel-13. This solution will not be pursued further for Rel-13.
NEXT CHANGE

5.4.2.2
Dynamic group management 
Group Regroup is a dynamic group management mechanism which enables dispatchers or any authorized user to temporarily combine the MCPTT Groups into a temporary group. 

Editor’s note:
The term Dynamic Group Management requires further consideration.
5.4.2.2.1
Solution 4-2-2-1: Group regroup for groups within the same MCPTT system

5.4.2.2.1.1
Functional description
The groups being combined are within the same MCPTT system. 
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Figure 5.4.2.2.1.1-1: Group Regroup within a MCPTT system

The temporary group thus formed consists of the MCPTT Group members of the constituent MCPTT groups. 

The temporary group shall be created by the MCPTT service to which the Authorized MCPTT user or Dispatcher belongs to. (i.e., the group information management belongs to the MCPTT service to which the temporary group creator belongs to)

The temporary group shall persist until torn down by an authorized MCPTT User.
5.4.2.2.1.2
Procedures

An example procedure of the Group Regroup operation is illustrated below:
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Figure 5.4.2.2.1.2-1: Group Regroup for the groups within the same MCPTT system
1.
The GMF Client of the Dispatcher/Authorized MCPTT User/UE requests Group Regroup operation to the GMF, where the groups being combined are within the same MCPTT system. The identities of the groups being combined should be included in this message.

2.
Optionally, the GMF may request permission from the owner or administer or group members of the constituent MCPTT groups.

3.
During the Temporary Group creation, the GMF creates and stores the information of the temporary group, including the temporary group identity, off-network information, and the identities of the groups being combined, priority of the temporary group, security level of the temporary group and so on.

4.
The GMF notifies the MCPTT AS regarding the Temporary Group creation with the information of the constituent groups.

5.
The affiliated MCPTT Group members of the constituent MCPTT groups are notified.

6.
The GMF provides an ACK response to the GMF Client of the Dispatcher/Authorized MCPTT User/UE, indicating the Group Regroup operation completion.
NOTE:
Step 2 may be performed before the Group Regroup Operations according to the operator’s policy.
Editor’s note:
Further solutions for achieving the Group Regroup within the same MCPTT system are FFS.

5.4.2.2.1.3
Impact on existing entities and interfaces
Editor's note:
Impacts on existing nodes or functionality will be added.

5.4.2.2.1.4
Solution evaluation
Editor’s note:
The fulfilment of requirements will be evaluated. 

This solution is similar to solution 4-2-2-2 except that solution 4-2-2-1 is for one single MCPTT system. Since solution 4-2-2-2 was accepted for normative phase with approval of information in subclause 7.4.1, solution 4-2-2-1 should also be adopted for normative phase to allow same mechanism for group regroup independently whether groups belong to the same MCPTT system or to different MCPTT systems.

NEXT CHANGE

5.4.2.2.2
Solution 4-2-2-2: Group regroup for groups from the different MCPTT systems

5.4.2.2.2.1
Functional description
The groups being combined are from the different MCPTT systems, i.e. Primary MCPTT system and Partner MCPTT systems. 
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Figure 5.4.2.2.2.1-1: MCPTT Groups from the different MCPTT systems
The MCPTT groups belonging to different MCPTT systems can be dynamically regrouped only if there exists a service provider agreement between them. i.e. Primary MCPTT system and Partner MCPTT system.

If the MCPTT groups being dynamically regrouped belong to different MCPTT systems, the security aspects of sharing the user information shall be governed as per the service provider agreement between the Primary MCPTT system and the Partner MCPTT system.

The temporary group shall be created by the MCPTT service to which the Authorized MCPTT user or Dispatcher belongs to. (i.e., the group information management belongs to the MCPTT service to which the temporary group creator belongs to)

The temporary group shall persist until torn down by an authorized MCPTT User.
5.4.2.2.2.2
Procedures

The procedure below presents an example of procedure for the Group Regroup operations to create a newly temp group.
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Figure 5.4.2.2.2.2-1: Group Regroup for the groups from the different MCPTT systems
1.
The GMF Client of the Dispatcher/Authorized MCPTT User/UE requests Group Regroup operation to the GMF1 (which is the GMF from the Dispatcher/Authorized MCPTT User/UE home network). The identities of the groups being combined should be included in this message.

2.
Optionally, the GMF1 may request permission from the owner or administer or group members of its constituent MCPTT groups.

3.
GMF1 forwards the Group Regroup request to the target GMF2 with the information of GMF2 MCPTT groups.

4.
Optionally, the GMF2 may request permission from the owner or administer or group members of its constituent MCPTT groups.

5.
GMF2 provides a Group Regroup Response. Due to security aspects concerning sharing information among different MCPTT systems, GMF2 does not share the users’ information of the groups under its management to GMF1.

6.
During the Temporary Group creation, the GMF1 creates and stores the information of the temporary group, including the temporary group identity, off-network information, and the identities of the groups being combined, priority of the temporary group, security level of the temporary group and so on.

7.
The GMF1 notifies the MCPTT AS1 regarding the Temporary Group creation with the information of the constituent groups.

8.
The affiliated MCPTT Group members of the constituent MCPTT groups of GMF1 are notified.

9.
GMF1 notifies GMF2 about its Group regroup operation.

10.
The GMF2 notifies the MCPTT AS2 regarding the Temporary Group creation with the information of the constituent groups.

11.
The affiliated MCPTT Group members of the constituent MCPTT groups of GMF2 are notified.

12.
The GMF1 provides an ACK response to the GMF Client of the Dispatcher/Authorized MCPTT User/UE, indicating the Group Regroup operation completion.
NOTE 1:
The GMF services may not communicate directly, and may route through some other network entities such as interworking gateways or SIP Cores, which have not been specified for clarity.

NOTE 2:
Step 2 and Step 4 may be performed before the Group Regroup Operations according to the operator’s policy.
Editor’s note:
Further solutions for achieving the Group Regroup across Primary and Partner MCPTT systems are FFS.
5.4.2.2.2.3
Impact on existing entities and interfaces
Editor's note:
Impacts on existing nodes or functionality will be added.

5.4.2.2.2.4
Solution evaluation
 
This solution was accepted for normative phase with approval of information in subclause 7.4.1.
NEXT CHANGE

5.6.1.3
Solution 6-1-3: Floor control procedure for off-network and off-network with ProSe UE-to-UE relay
Outlined in figure 5.6.1.3-1 is the floor control procedure (only for applications that need it).
The following pre-conditions are assumed for the off-network and off-network with ProSe UE-to-UE relay floor control solution:
- Group Call Participants Discovery procedure has been performed to let each speaker know which group member will participate in the group call.
Editor’s note:
This is only one of the possible solutions for floor control (named group member discovery before floor request). 
Editor’s note:
One of the possible Group Member Discovery mechanisms is by off-network group call setup procedure or by other application layer procedure.
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Figure 5.6.1.3-1: Floor control procedure

The call flow is largely self-explanatory and needs no step-by-step description. The following assumptions apply:

-
Floor control messages (Floor Request and Floor Grant in figure 5.6.1.3-1) may be based on the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9].
-
Floor control requests are arbitrated by a centralised floor control server collocated with the group call originator UE1.
-
UE3 is acting as UE-to-UE relay between UE4 and UE1.
5.6.1.3.1
Impact on existing entities and interfaces
Editor’s note:
Impacts on existing nodes or functionality will be added.

5.6.1.3.2
Solution evaluation
Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.

The UE-to-UE relay part cannot be pursued further considering that ProSe UE-to-UE relays are not provided in Rel-13.
NEXT CHANGE

5.6.2
On-network
5.6.2.1
Solution 6-2-1: Solution for on-network floor control (alternative #1)
5.6.2.1.1
Functional description
The solution focuses on the case that floor control is provided by MCPTT server in On-Network case. 
5.6.2.1.2
Procedures
Figure 5.6.1.1.2-1 is the example procedure for floor control. The MCPTT Server performs the floor arbitration for MCPTT UE that initiates the floor request. The MCPTT Server may interact with other functions to get required user and/or group related information for floor control (arbitration).
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Figure 5.6.2.1.2-1: Example for floor control flow (floor control on MCPTT Server)

Editor’s note:
the interface between MRF and MCPTT Server is FFS.
Editor’s note:
In case that the UE has a default bearer for uplink transmission, bearer modification may need to be initiated on PCRF. Otherwise, an uplink dedicated bearer need to be created.

Editor’s note:
It’s FFS whether the Rx interface terminates at MCPTT Server or resource management or P-CSCF.
5.6.2.1.3
Impact on existing entities and interfaces
Editor's note:
Impacts on existing nodes or functionality will be added.

5.6.2.1.4
Solution evaluation
Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.
This solution is not pursued further.
NEXT CHANGE

5.6.2.2
Solution 6-2-2: Solution for on-network floor control (alternative #2)
5.6.2.2.1
Functional description
The solution is for providing a floor control to MCPTT UE in the on-network case. When a MCPTT group call session is established, the MCPTT UE(s) and the MCPTT server negotiate how to perform the floor control (e.g., port number). Actual floor control is made by using floor control messages between the MCPTT UE and the MCPTT server. The following information flows shall be supported between the MCPTT server and the MCPTT UE(s):
-
Floor request (from UE to server): used to request a floor for media transfer.

-
Floor granted (from server to UE): used to indicate that a request for floor is granted and media transfer is possible.
-
Floor rejected (from server to UE): used to indicate that a request for the floor is rejected.
-
Floor idle (from server to UE): used to indicate that a session is in idle status.
-
Floor release (from UE to server): used to indicate the media transfer is completed and floor is released.

-
Floor taken (from server to UE): used to indicate the floor is given to another MCPTT user.

-
Floor revoke (from server to UE): used to indicate the floor granted to MCPTT UE is not available anymore.
-
Queue position (from server to UE): used to indicate the floor request is queued and the queue position to the floor requesting UE.

When the MCPTT server receives a floor request from the MCPTT UE, it decides whether to give a grant or not based on the session status (i.e., whether the grant is given to another user or not), user profile, priority, and so on. The result is informed to the requesting MCPTT UE. When the MCPTT UE receives a floor granted message, it can send voice media over the uplink bearer established beforehand. The floor revoke message can be used to implement a override of grant among multiple floor requests according to the priority.
5.6.2.2.2
Procedures
Figure 5.6.2.2.2-1 shows the high level procedure that the floor control is conducted for the MCPTT session already established between MCPTT UE and server. Only two UEs involved in the session are shown for the simplicity.
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Figure 5.6.2.2.2-1: Floor control during an MCPTT session

1.
MCPTT session is established between MCPTT UEs (UE A and UE B) and MCPTT server. During the session establishment, floor control parameter (e.g., port number) is negotiated between MCPTT UEs and server. It is assumed that the session is now in idle status.

2.
UE A wants to send voice media over the session. 

3.
UE A sends a floor request message to MCPTT server. 

NOTE 1: There could be more users requesting floor at the same time, in such a case the floor requests are queued as decided by MCPTT server e.g., based on priority and the floor requesting user can know the queue status i.e., position of floor request in the queue.

4.
MCPTT server determines to accept the floor request from UE A. It responses with a floor grant message to UE A while sending a floor taken message to the other UE (UE B).

5.
The floor granted may be notified to the user of UE A. Similarly, the floor taken to UE B may be informed to the user of UE B.

6.
UE A starts to sending voice media over the session established beforehand.
Figure 5.6.2.2.2-2 shows the high level procedure that the floor control is conducted for the MCPTT session already established between MCPTT UE and server with a override based on priority. Only two UEs involved in the session are shown for the simplicity.
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Figure 5.6.2.2.2-2: Floor control during an MCPTT session with override
1.
It is assumed that MCPTT UE B has been given a floor grant and is transmitting voice media.

2.
UE A having a priority which is relatively higher than that of UE B wants to send voice media over the session. 

3.
UE A sends a floor request message to MCPTT server. 

NOTE 2:
There could be more users requesting floor at the same time, in such a case the floor requests are queued as decided by MCPTT server e.g., based on priority and the floor requesting user can know the queue status i.e., position of floor request in the queue.

4.
MCPTT server determines to accept the floor request from UE A according to the priority. It responses with a floor grant message to UE A while sending a floor revoke message to the other UE (UE B).

5.
The floor granted may be notified to the user of UE A. Similarly, the status that the floor is taken to UE A due to the priority may be informed to the user of UE B.

6.
UE A starts to sending voice media over the session established beforehand.

5.6.2.2.3
Impact on existing entities and interfaces
This may be new solution in 3GPP but re-uses the existing solution in OMA PCPS.
5.6.2.2.4
Solution evaluation
This solution re-uses existing solution which is more complete and addresses MCPTT requirements related to floor control.
Solution 6-2-2 was accepted for normative phase with approval of several information flows in subclause 7.6 (further transferred to TS 23.179).
END OF CHANGES
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