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5.1.3
Solution 1-3; Application level device to device relay operation for off-network MCPTT
5.1.3.1
Functional description
An MCPTT UE will be receiving the communications relevant to its group. That means the information will be passing into the Application Level of the device. Relaying the information received will therefore not impose any unwanted receive burden on the relaying UE. The implications for the transmit side need to be considered.

Relay transmissions for an MCPTT UE are useful if:

· The relaying device can receive the intended communication stream

and

· There is a device in reception range of the relaying device which cannot directly receive the intended communication stream

and

· There is no better device able to relay the communication

This clause describes how application level relay can be used in the UE to help communicate with devices that would otherwise be out of range.
5.1.3.1.1
Detecting the relay opportunity
To ensure communication is only relayed when needed, there has to be an approach to discovering the need for relaying. This is best done by the device needing relay support detecting an ongoing communication (e.g. by receiving response messages but not the content messages) and requesting support from (one of) the device(s) it can receive.
It is assumed that the presence of a ProSe relay would provide onward delivery of any content messages before the response message is received and acted upon by the device requiring relay support. Therefore ProSe relay would take precedence and application level relay would not get invoked as there would be no detected need.

5.1.3.1.2
Selecting the best of multiple relay choices
There are at least two means for the device requiring relay support to identify which is the best device to seek relay support from. It is recommended to support both options by using the preferred approach as a default and the alternative approach as an option.

Preferred approach:

All relevant messages that are sent include some key parameters that allow the receiving device to detect which device to select for relay. "Relevant messages" includes content messages, both broadcast and point to point and response messages but does not include messages of local relevance only such as relay activation messages.

Key parameters to include in relevant messages:
-
Number of hops: A value indicating the number of relay hops already used when transmitting this message. The point is to allow a device requiring relay support to choose the lowest number of hops among adequate relay choices to provide the required service.
-
Relay quantity: A value which indicates how many devices are receiving this transmission. The number is derived from the history of relay activations using this device for this sort of relay transmission. The objective is to allow devices requesting relay support to make maximum use of a single relay transmission rather than bring up new relay devices or instances which may not be required.
-
Relay value: A value indicating a relative signal measure of goodness. The intention for this parameter is to indicate the relay route which providing independent links which are least likely to drop. This parameter equates to the worst link in the path. Each device acting as a relay compares the value received for this parameter with the value it calculates from its receiver for the last link. It then uses the lower of the two values for the relay transmission.
The reasons for preferring this approach are:

-
The parameters are always kept as fresh as possible to permit the best relay decisions and updates.
-
The device requesting relay has all of the parameters available to choose the support it requires. This saves message dialogues to exchange the information ahead of making the choice.
Alternative approach:

As an alternative to including the relay parameters in all relevant messages it is possible as an option to exclude the parameters from normal messages but for each device to store the relevant values for the route from each source device as the relay structure gets built up. Then when a device detects that it requires relay support it starts a relay dialogue to gather the parameters from the available optional relaying devices. It then adapts the relay value as described above and makes a choice of device to relay. The message accepting relay is then sent as before.
5.1.3.1.3
Relay routes
There may be alternative algorithms for managing relay routes. The approach provided here is offered as a simple solution to ensure relay is available at application level.
Routing is managed as a single hop system and can optionally be limited to a single hop. Each device acting as a relay builds up its own table of single hop routing connections. The table is built and maintained when it receives requests to act as relay. It enters a two way routing for the device requesting relay support and the next hop device in range which provides the continuation of the route to/from the source being requested.

There is a mapping table used to extend the single hop solution to provide multihop. The mapping table is used to indicate the next hop to use from the single hop table. The mapping table is built up when sending 
The solution can be limited to the required number of hops such that devices cannot select a relay which is already at the limit number of hops. If there is no relay choice available with fewer hops than the maximum, the device has to remain out of coverage for the communication it is seeking to receive.

5.1.3.1.4
Message structure to support relay
For the relay devices to build their relay tables and choose to route appropriately and for good order, each message includes three identity parameters:
-
OwnID: Always the ID of the device transmitting the message. When the message is relayed, the OwnID is the ID of the relay device.

-
OriginatorID: The ID of the source device for the message being sent. When a message is relayed, the OriginatorID is not changed from that received before relaying.

-
DestinationID: The ID of the device to which the message is directed. In the case of broadcast messages, this field is populated with the OriginatorID. That is; when the OriginatorID is the same as the DestinationID the message is a broadcast message for sending to all members of the group. When a message is relayed, the DestinationID is not changed from that received before relaying.
5.1.3.1.5
Message flows for relay 
In the preferred approach for selecting the best of multiple relay choices there is only one message required to establish or renew a relay link. The alternative approach requires a dialogue. Both solutions use the same deactivation approach.
5.1.3.1.5.1
Message flows for preferred approach for relay setup


[image: image1]
Figure 5.1.3.1.5.1-1: Message flow for preferred relay accept 

1.
A normal message is sent from the originator and received by multiple UE some of which could be candidate relay devices.

2.
Response messages are returned from the candidate UE devices. The prime use of these messages is to confirm participation in the normal message flow but they are also received by the device requiring relay.

The device requiring relay receives response messages but not the original message so compares the three relay parameter values to select the best candidate for relay purposes.

3.
The device requiring relay sends a relay accept message. This message includes the device OwnID, the OriginatorID of the main communication flow in 1, and 2. and the ID of the chosen candidate to relay. The candidateID is required because the message is broadcast and several devices may receive the message.
The message flow indicated does not include an acknowledgement of the relay accept. It is assumed that normal message flow being relayed would serve as a confirmation. However an acknowledgement message could be used.
5.1.3.1.5.2
Message flows for relay deactivation


[image: image2]Figure 5.1.3.1.5.2-1: Message flow for relay deactivation 
By receiving normal message content and response messages, the relayed to device detects a better relay option than the one currently serving it.
1.
The relayed to device sends a relay accept to the new best relay choice to enable relay via that device.
2.
The relayed to device sends relay deactivate to the previous relay choice to deactivate relay from that device.
NOTE:
Although the relay is deactivated it may be that it still needs to relay for another device. The device changing its selection could check the parameters being sent from the old relay to see if there is a change in the relay quantity but this would not be guaranteed.

The message flow indicated does not include acknowledgements of the relay accept or deactivate. It is assumed that normal message flow and parameters being relayed would serve as a confirmation. However an acknowledgement message could be used.
5.1.3.1.5.3
Message flows for alternative approach for relay setup

[image: image3]Figure 5.1.3.1.5.3-1: Message flow for alternative setup approach
1.
A normal message is sent from the originator and received by multiple UE some of which could be candidate relay devices. The difference from subclause 5.1.3.1.5.1 is that the relay parameters are not included in the messages but stored in the devices for directly received messages and built up from relay dialogue for relayed messages.
2.
Response messages are returned from the candidate UE devices. The prime use of these messages is to confirm participation in the normal message flow but they are also received by the device requiring relay.

The device requiring relay receives response messages but not the original message so can detect that it would benefit from relay.

3.
The device requiring relay sends a relay request message. This message includes the device OwnID, the OriginatorID of the main communication flow in 1, and 2. and the list of IDs for the candidates chosen to compare.

4.
The requested candidates reply and include their parameter values for messages received from the OriginatorID being requested.
The device requesting relay selects the best candidate.

5.
The device requesting relay sends a relay accept indicting the candidate chosen to act as relay.

The message flow indicated does not include an acknowledgement of the relay accept. It is assumed that normal message flow being relayed would serve as a confirmation. However an acknowledgement message could be used.
5.1.3.1.6
Operation for devices in direct communication
It is useful for devices to keep a list table of devices with which it is in direct communication. This can be detected as the OwnID of any message received. It is clearly not necessary to check the table for every message received and is left to implementation to identify an effective minimum of situations and occasions to check this table.

For simplicity it is assumed the neighbour table will be part of the mapping table described in subclause 5.1.3.1.7. In the case of immediate neighbours the OriginatorID in this table and the NextHopID will be the same.
5.1.3.1.7
Operation for devices sending relay accept messages

When a device send the relay accept message either i) if the OriginatorID is not already in the table it includes the OriginatorID in the table and the selected relay ID as the NexthopID otherwise ii) it finds the existing entry for the OriginatorID in the table and updates the NestHopID to the ID of the selected relay.
	OriginatorID
	A
	B
	C
	D

	NextHopID
	W
	X
	Y
	Z


Table: 5.1.3.1.7-1 Mapping table of next hop IDs to be used to communicate with other devices in the group
5.1.3.1.8
Operation for devices receiving relay accept messages
The Relay UE keeps a record of the bridges it holds, that is both sides, the source and destination and vice versa. When a device receives a relay accept it builds a relay bridging table by adding or updating a column for the NextHopID (from the mapping table) associated with the OriginatorID received in the relay accept message to include a row for the OwnID of the device requesting relay (OwnID in the relay accept message) and vice versa 
This operation builds up the single hop relay bridging table for the device in question. If the operation is limited to single hop then the mapping table is not required and so mapping table lookup is not required either.
Table 5.1.3.1.8-1: Relay Bridge List

	NextHopID (Originator)
	A
	B
	…

	List of relay (OwnID
	B
	A
	…

	
	…
	…
	

	
	…
	…
	


5.1.3.1.9
Operation for devices sending relay deactivate messages
When the device sending relay deactivate has immediately previously sent relay accept for the new relay then there is no action required because the mapping table has already been updated. If relay deactivate is sent without previously selecting a new link then the device should check the mapping table to see the NextHopID for the OriginatorID being deactivated. If there is a match the column should be removed.
5.1.3.1.10
Operation for devices receiving relay deactivate messages

When a relay link is being deactivated the relay device must delete the link from its bridging table. Deactivations, like activations, in the bridging table apply to a linkage between neighbour devices so only the relevant linkage is being deactivated. The relay device receiving the relay deactivate looks up the NextHopID from the mapping table using the OriginatorID it then deletes the OwnID from the received relay deactivate message from the column in the table. If the column become empty (except for the header row) then the entire column is removed and the device will cease to relay messages from that neighbour. As the bridging table is a two way entry, the device also looks for the column related to the received OwnID and removes the entry for the NextHopID and, if appropriate, the column.
NOTE:
It is possible that the column will be deleted for one of the neighbours but not for the other.

5.1.3.1.11
Relaying messages

When a device receives a message it checks to see if it should also re-transmit (relay) the message.

If the message is a local relevance message it is not relayed. Such messages include all relay operation messages (relay accept, relay deactivate…).

If the message is a broadcast message (the OriginatorID is the same as the DestinationID) then the relay device looks up the NextHopID from the mapping table associated with the OriginatorID in the received message. It then checks for a column in the bridging table corresponding to the NextHopID. If the column exists then the message is relayed with the updated parameters for OwnID and number of hops, relay quantity and relay value.
If the message is not a broadcast message then the relay device looks up the NextHopID from the mapping table associated with the OriginatorID in the received message. It then checks for a column in the bridging table corresponding to the NextHopID. If the column exists then the relay device looks in the mapping table for a NextHopID associated with the DestinationID from the received message and if there is an entry for that route the message is relayed with the updated parameters for OwnID and number of hops, relay quantity and relay value.

5.1.3.2
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.1.3.3
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.
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