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5.6.1.2
Solution 6-1-2: Options for off-network floor control

5.6.1.2.1
Functional Description

The following steps are needed in order to enable off-network MCPTT over PC5 interface which is defined in Proximity-based services (ProSe), see 3GPP TS 23.303 [4].
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Figure 5.6.1.2.1-1: Pre-requisites for enabling MCPTT over PC5

1) ProSe Direct Discovery

ProSe Direct Discovery is proposed to be used for the procedure for Group Formation. The Group Formation allows up-to-date information on the (transmitting) UE to perform Floor Arbitrator (FA) selection either before the call is established or during the call. In order for the group members to determine the FA, they must have access to the member’s hierarchies at an early stage of Group Formation i.e. the time of discovery. 3GPP TS 22.179 [2] also states that the off-network MCPTT service shall provide a means by which a UE can reach another UE which is directly unreachable, by using a UE-to-UE relay. Therefore, the exchanged information at the time of discovery shall provide a list of UEs with their hierarchies to which a UE can connect either directly or by using a UE-to-UE relay.
Procedures for ProSe Direct Discovery are defined as part of ProSe, see 3GPP TS 23.303 [4] and will be expanded by new cases such as Restricted Direct Discovery as part of eProSe-Ext WIDs.

2) Group Formation

This step is required in order to appropriately manage the floor arbitration for MCPTT communication. The Floor Arbitrator (FA) needs to be selected before the call starts, but also during the call in case the FA is unreachable and a new FA needs to be selected. The initial election of FA shall be based on information at the time of discovery and shall be updated when new discovery occurs. 

Editor’s note:
It is FFS as to when new discovery occurs while group communication is already in process.

Procedures for Group Formation are in scope of MCPTT WID.

3) Information Delivery

This step determines whether the transmitting UE would select to send data or signalling using one-to-one ProSe Direct Communication or one-to-many ProSe Direct Communication. Whether to use a “full mesh” of one-to-one or one-to-many ProSe Direct Communication can also depend on the size of the group and as such it can be decided in a case by case basis. The following procedures for Group Formation describe signalling at the application layer and as such are unrelated to whether one-to-one ProSe Direct Communication is established or one-to-many ProSe Direct Communication.

Procedures for using one-to-many ProSe Direct Communication are defined in 3GPP TS 23.303 [4] and for one-to-one ProSe Direct Communication will be further defined in rel.13 as part of eProSe-EXT WID.

5.6.1.2.2
Discovery Scenarios and Message Formats

5.6.1.2.2.1
Full Member Visibility

The scenario in Figure 5.6.1.2.2.1-1 when all group members are visible to each other.
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Figure 5.6.1.2.2.1-1: Full member visibility
A UE in this group, for instance UE-A, can receive messages from all other UEs, i.e. UE-B, UE-C, UE-D, UE-E, UE-F, and UE-G to build the visibility list. If UE-A has access to the neighbor’s IDs and hierarchies, the visibility list is then according to the following table:

Table 5.6.1.2.2.1-1: Full member visibility
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Where “Hop-1” lists immediate neighbors and “Hop-2” lists the neighbor’s neighbors, to which UE-A can connect by using UE-UE relays.
5.6.1.2.2.2
Partial Member Visibility

This is the scenario when the visibility of all the group members is dependent on UE-UE relays as in Figure 5.6.1.2.2.2-1.
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Figure 5.6.1.2.2.2-1: Partial member visibility
For instance UE-A in this scenario has direct visibility for UE-B, UE-C, UE-F, and UE-G, however, it relies on UE-UE relays to gain visibility for UE-D and UE-E. UE-D is visible by having either UE-B, UE-C, or UE-F as UE-UE relay, while UE-E is visible by having either UE-C, UE-F, or UE-G as UE-UE relay. The visibility list for e.g. UE-A is then according to the following table:
Table 5.6.1.2.2.2-1: Partial member visibility
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Where Hop-1 lists the neighbors and their hierarchies while Hop-2 lists the neighbors’ neighbors (through UE-UE relays).
5.6.1.2.2.3
Limited Member Visibility

This scenario is when the full visibility of all the group members is still not possible even when using UE-UE relays as in Figure 5.6.1.2.2.3-1.

The design constraint is that at most two hops are used as this is a ProSe process (see 3GPP TS 22.278 [16]).


[image: image6.emf]
Figure 5.6.1.2.2.3-1: Limited member visibility
For instance UE-A in this scenario has direct visibility for UE-B and UE-G, however, it relies on UE-UE relays to have visibility for UE-C and UE-F. UE-C is visible by having UE-B as UE-UE relay, while UE-F is visible by having UE-G as UE-UE relay. The visibility list for e.g. UE-A is then:

Table 5.6.1.2.2.3-1: Limited member visibility

[image: image7.emf]Hop-1:

·

UE B, Hierarchy b

·

UE G, Hierarchy g

Hop-2:

·

UE C, Hierarchy c

·

UE F, Hierarchy f


Where Hop-1 lists the neighbors and their hierarchies while Hop-2 lists the neighbors’ neighbors (via UE-UE relays).

5.6.1.2.2.4
Discovery Message Format

In order to support the above use cases, the format of the MCPTT discovery message is proposed to be the following, making use of  the ProSe discovery message in 3GPP TS 23.303[4] as in Figure 5.6.1.2.2.4-1.
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Figure 5.6.1.2.2.4-1: Announced Temp ID in the MCPTT Discovery Message
Type header of the ProSe discovery message (not shown above) contains 2 bits for discovery model (A or B). The announced Temp ID within the ProSe App Code contains:

1)
Layer2 Group ID together with pre-provisioned ProSe Group Key (PGK) ID. These parameters are used by any monitoring group member to retrieve the information in the rest of the announced Temp ID.

2)
User’s Layer2 ID 1.

3)
User’s Hierarchy within the group,
-
User’s hierarchy is used for the floor arbitration,
-
Within a group call, the users shall keep track of some (or all) users’ hierarchies in case the arbitrator leaves/drops the call and a new arbitrator (next in the hierarchy list) needs to be selected,
-
Due to changes in user profile, the hierarchy may be updated by administrators, and the network is expected to inform all group members about the new hierarchy when the users are on-network.
4)
Neighbor Layer2 ID (one or more)
-
Layer2 IDs of the hop-1 members whose discovery messages have been received.

5)
Neighboring Hierarchy (one or more)
-
Hierarchies of the hop-1 members whose discovery messages have been received.
NOTE 1:
The values of Neighbor Layer 2 ID and Neighboring Hierarchy are set to zeros if no neighbour has yet been identified.

NOTE 2:
The announcing UE may not be able to announce all its hop-1 neighbors and their hierarchies due to the size limitation of Temp ID. There are different options to handle this limitation: The announcing UE selects a certain number of hop-1 neighbors and their hierarchies. This selection is out of the scope of 3GPP; or the announcing UE sends different discovery messages containing different neighbor lists so it can announce all its neighboring UEs and their hierarchy; or the announcing UE sends a group communication message containing the neighbour list based on information indicated in the discovery message, such that the monitor UE knows where/when to receive it. 

5.6.1.2.3
Floor Control

5.6.1.2.3.1
Floor Control Protocol

The model for off-network floor control has two elements:

-
combined Floor Chair and Floor Control Server as the Floor Arbitrator, and

-
Floor Participants.

where the Floor Arbitrator has the highest hierarchy in the MCPTT group. This floor control mechanism is based on sending UDP/IP packets to a certain port number. Thus, this communication is not a one-to-one communication and can be monitored by all the members within the MCPTT group. 

NOTE 1:
This proposal selects the UE with the highest priority as the initial Floor Arbitrator.  Different algorithms can be used to determine the Floor Arbitrator and the below mechanism for managing the Floor Control will still apply.

Editor’s note:
It is FFS whether the port for this communication is preconfigured or need to be negotiated at the time of e.g. session set up.

The Floor Arbitrator and MCPTT group members shall keep track of a list of the requests and responses for the floor control. The Floor Arbitrator keeps track of this list to handle the floor control with respect to members’ position in the queue, hierarchies, etc. The other group members keep track of this list to have a copy of this information in case the Floor Arbitrator loses coverage or drops off, and there is a need for a replacement.

Figure 5.6.1.2.3.1-1 shows the format of a potential signalling packet for the off-network floor control.
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Figure 5.6.1.2.3.1-1: Format of the signalling packet for off-network floor control
Figure 5.6.1.2.3.1-1 shows that 8 bits of the data is called primitive which can be assigned values similar to the primitives in RFC 4582 [9] for BFCP,

	Value
	Primitive
	Direction

	1
	FloorRequest
	P -> S

	2
	FloorRelease
	P -> S

	3
	FloorRequestQuery
	P -> S ; Ch -> S

	4
	FloorRequestStatus
	P <- S ; Ch <- S

	5
	UserQuery
	P -> S ; Ch -> S

	6
	UserStatus
	P <- S ; Ch <- S

	7
	FloorQuery
	P -> S ; Ch -> S

	8
	FloorStatus
	P <- S ; Ch <- S

	9
	ChairAction
	Ch -> S

	10
	ChairActionAck
	Ch <- S

	11
	Hello
	P -> S ; Ch -> S

	12
	HelloAck
	P <- S ; Ch <- S

	13
	Error
	P <- S ; Ch <- S


Where “S” stands for Floor Control Server, “P” for Floor Participant, and “Ch” is for Floor Chair. The values 9 and 10 are not needed for the off-network floor control mechanism since unlike RFC 4582 [9], its model assumes that the Floor Chair and the Floor Control Server are co-located.

The Floor Control List part of data contains the status of the floor control procedures and may be communicated depending on the values for the primitive.

5.6.1.2.3.2
Example for Floor Control

In this example that is already described in clause 5.6.1.2.2.2, it is assumed that the members of an MCPTT group have already discovered each other and identify their hop-1 and hop-2 neighbors, see Figure 6.  During the discover procedure, UE-D(4) was determined to be the Floor Arbitrator as it is the highest hierarchy UE.  Since all communications are based on ProSe, all messages can be received by all reachable UEs.  The initial Floor Request is the first communication as this is a pre-established ProSe group (i.e. there is no call establishment process).
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Figure 5.6.1.2.3.2-1: Floor control signalling examples

-
Members are UE-A(1), UE-B(2), UE-C(1), UE-D(4), UE-E(1), UE-F(3), and UE-G(1), where the parenthesis shows their hierarchies. 

-
UE-A(1) initiates the conversation by broadcasting (directly and through the UE-to-UE relay) a floor request which is then processed by UE-D(4) to get the floor as UE-D(4) has already been established as the Floor Arbitrator. In this example, UE-A(1) uses UE-C(1) as a UE-to-UE relay. Moreover in this example, the thick solid and dashed lines show the Floor request and Floor response to the targeted UEs while the thin dashed line shows that the Floor Control signaling is broadcasted to all the UEs within the MCPTT group.

-
While UE-A(1) is sharing the media, other UEs broadcast floor requests which are then processed by UE-D(4) acting as the Floor Arbitrator.

-
UE-D(4), UE-B(2), and UE-F(3) which have higher hierarchies than other UEs build the floor control list independently 

-
UE-B(2) and UE-F(3) build floor control list for precautious in case UE-D(4) loses the coverage or drop off the call. 

-
UE-D(4) loses coverage and UE-F(3) becomes the Floor Arbitrator due to its hierarchy.

Editor’s note:
All UEs have the potential to maintain a Floor Control List as all Floor Requests and responses are broadcast and therefore able to be heard by all reachable UEs. It is FFS as to whether that actually occurs or whether the tracking of the Floor Control List is restricted to only the TBD number of potential Floor Arbitrators.

5.6.1.2.4
Procedures
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Figure 5.6.1.2.4-1: Rank based Floor Arbitration

The Floor Arbitrator is always selected as the "highest ranking" UE amongst the group members in proximity.

5.6.1.2.5
Session model for off-network MCPTT call
An off-network MCPTT group session call is set up by employing the loosely coupled model where all participants communicate with each other without having any conference focus. In this model the media and the signalling are both distributed amongst the participants. This model is usually suited for application without concept for floor control such as large scaled conferences, see RFC 5850. Although the floor control is mandated in off-network communication, in an environment where members can easily lose group coverage from each other, the loosely coupled model provides reliability that cannot be provided by other models. Since there is no centralized group member i.e. conference focus in the loosely coupled model, any group member can lose coverage and the session can still be maintained. In this model the signalling for communication as well as floor control and the media are distributed amongst the participants, see the following figure where FA is abbreviation for Floor Arbitrator.
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Figure 5.6.1.2.5-1: Distribution of signalling and media in a loosely coupled model
5.6.1.2.6
Functional elements
In a loosely coupled model the functional elements of the floor arbitrator are central media policy server, central conference policy server, mixer, floor control chair, floor control server, and protocol stack for group communication. While the functional elements of the participant are media policy server, conference policy server, mixer, floor control participant, and the protocol stack for group communication, see the following figure.


[image: image13.emf]Floor Arbitrator

RTP/RTCP

Participant

X Y

X

Y

RTP/RTCP

UDP/IP

UDP/IP

Z

Z

[

Figure 5.6.1.2.6-1: Functional elements of floor arbitrator and participant
In this figure, the media policy and the conference policy are preconfigured and may be modified by an authorized member and communicated to all the other group members. For such a communication, the media policy server and the conference policy server use different protocols (X and Y) than the one for the session call (z). The protocol stack for the session call (Z) may employ two different protocols; one protocol for group calls as well as another protocol for private calls. The mixer resides in all the devices in case an authorized member needs to listen to an overriding conversation as well as an overridden one
5.6.1.2.7
Off-network flow diagram

5.6.1.2.7.1
Background and assumptions

This section lists a number of call flows for basic practices for off-network MCPTT session call. Although a pre-established session can be preconfigured at the time of discovery, in this context it is assumed that a session is established independent of discovery mechanism due to the existing requirements for e.g. end-to-end media security thus possible key distribution at the time of session setup. The session establishment is also necessary when more choices of media such as audio, video, or audio/video are needed for the mission critical communication in the future releases.  

The following are the assumptions for analysis of the call flows:

1- all members have discovered each other either directly or through UE-relay-UE and identified the member with the highest hierarchy who is the floor arbitrator,

2- Group ID and User ID are exchanged within a group at the time of discovery,

3- the off-network MCPTT call is based on loosely coupled model as described in RFC 5850,

4- the floor control is distributed amongst the participants and the participants’ UEs respect the floor control commands, 

5- the participants’ UEs in Off-Network MCPTT, based on Loosely Coupled model must have 

a. a pre-configured multicast IP address (see section 4.5.1.1.2.3.3 in TS 23.303) which is employed for MCPTT Group Calls, 

b. a pre-configured Private IP address which is employed for MCPTT Private Calls, and 
Editor’s note:
This is an ongoing work in the one-to-one ProSe communication in ProSe Release 13 which is based on either Dynamic Host Configuration Protocol (DHCP) or stateless auto-configuration (see section 7.1 in 3GPP TR 23.713).

c. a pre-configured receiving port for communication signaling.
5.6.1.2.7.2
Session setup

Off-network MCPTT session is set up according to the following figure,

[image: image14.emf]UE-1

UE-3

UE-2

UE-N

1-UE-1 sets up a session with its characteristics by employing multicast IP address and the preconfigured port 

2-MCPTT Off-Network Group Call protected by Group Key


Figure 5.6.1.2.7.2-1: Off-network call setup
1- UE-1 sets up a session by distributing the necessary parameters for this session among all the group members, and

2- the session for off-network MCPTT group call which is protected by the group key is now established.

5.6.1.2.7.3
Joining an already existing session

Following figure shows that UE-1 joins an already existing MCPTT call session among UE-2, UE-3, and UE-N.
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Figure 5.6.1.2.7.3-1: Joining an off-network MCPTT call session
1- There is already a session among UE-2, UE-3, and UE-N. 

2- UE-1 approaches the proximities of these UEs either directly or by UE-relay-UE. Since UE-1 is not aware of the existing session, it may attempt to set up a session. 

3- Due to UE-1’s attempt to set up an off-network MCPTT call or the fact that UE-1 is now discovered by other UEs, the UE-3 transmits the session information to UE-1 to join the off-network session. 

4- UE-1 uses this information to join the existing session. If UE-1 has the highest hierarchy in the group, it becomes the floor arbitrator and will also receive the floor control list from other group members in that session.

5.6.1.2.7.4
Leaving a session
The flow diagram shows UE-1 leaves an off-network MCPTT session.
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Figure 5.6.1.2.7.4-1: Leaving an off-network MCPTT session
1- A session has been established among UE-1, UE-2, UE-3, and UE-N. 

2- UE-1 leaves the session by e.g. losing coverage from the other members. 

3- The session policy in this scenario assumes that session is not destroyed if UE-1 leaves the MCPTT session thus the session will be held among UE-2, UE3, and UE-N. If UE-1 has the highest hierarchy, then the next highest ranked member will automatically become the floor arbitrator. Since the floor control protocol is distributed amongst the participants for the off-network MCPTT call, the new floor arbitrator has already access to the floor control list. 

If the session policy mandates that session must be destroyed if UE-1 leaves the session, the parameters for the current group call are invalid thus the communication among the remaining members will be terminated.

5.6.1.2.7.5
Session termination due to inactivity
The flow diagram is to comply the requirement in 3GPP TS 22.179 stating:

[R-7.4-001] The MCPTT Service when operating off the network shall terminate a call after a period of inactivity.
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Figure 5.6.1.2.7.5-1: Off-network MCPTT session termination due to inactivity 
1- An off-network MCPTT session has been established among UE-1, UE-2, UE-3, and UE-N. 

2- The session is inactive for a duration of a preconfigured time

3- The parameters for the current group session are expired due to this inactivity, thus the session is terminated. 

5.6.1.2.7.6
Conversion of a private call to a group call

The flow diagram show an off-network MCPTT private call is converted to an off-network MCPTT group call.
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Figure 5.6.1.2.7.6-1: Conversion of private call to group call
1- UE-1 and UE-3 are engaged in an off-network MCPTT private call.

2- UE-1 makes the decision to set up an off-network group session with UE-2, UE-3, and UE-N by distributing the necessary parameters for this session. 

3- An off-network MCPTT group call is now established.

4- UE-1 terminates the existing off-network MCPTT private call with UE-3.

5.6.1.2.8
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.
5.6.1.2.9
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.

***** End of Change 1 *****
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