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5.1.3
Solution 1-3; Application Level Device to Device Relay Operation for off-network MCPTT
5.1.3.1
Functional Description

Normal operation for an MCPTT UE will include receiving the communications relevant to the group(s) it is affiliated to. That means the information will be passing into the MCPTT Application Level of the device. By limiting the relay assistance to members of the same group, relaying the information received will not impose any additional receive burden on the relaying UE. 
The implications for the transmit side need to be considered also.

Relay transmissions for an MCPTT UE are useful if:

· The relaying device can receive the intended communication stream

and

· There is a device in reception range of the relaying device which cannot directly receive the intended communication stream

and

· There is no better device able to relay the communication

This relay approach builds on the operation described in 5.6.1.1; off-network Floor Control; to describe how application level relay can be used in the UE to help connect devices that would otherwise be out of range.
There may be ProSe relay devices operating to connect members of the group and in this case application level relay must not interfere with the operation of the ProSe relay. In this proposal conflict is avoided because the initial request for relay comes from the device requiring the support of the relay. If the device does not need relaying of the communication because it is receiving it through a ProSe relay, then it will not initiate request for relay support. Furthermore devices release the request for relay if they no longer need it so if the ProSe relay becomes available later, the devices will adapt to use ProSe instead where possible.
The following approach is taken to describe this application level relay:

· Single hop relay is first described for the broadcast case. There are also some messages that are local relevance only and so these are never relayed.
· Multiple hop relay is then described which builds on single hop relay but simply allows multiple hops. This level of multiple hop relay can re-transmit more messages than is strictly necessary. The description is done this way for simplicity and is not intended for operation but it could, if desired, be operated this way.
· Finally aspects to support point to point additions are described on top of the above multi-hop relay. The original purpose for the point to point capability was to reduce the excess relaying of the multi-hop approach above but it can also be used for optimising point to point relay.
The general premise behind this relay approach is that a routing table is built up, in each relaying device, for its immediate neighbours only. This table is then used to manage the decision to re-transmit or not any message received. A check is also performed to be sure not to send the same message a second time. It is possible to receive it twice as there may be a second relaying device also within range of the relay in question but relaying the same message for a device that is not in range of the relay in question. Single hop relay would be a very possible method of operation and could easily coexist with ProSe Single hop relay to effectively make a two hop range.
The simplified multi-hop approach uses the same single neighbour routing. The trouble with this is that there are situations when a message need not be relayed. It may be that the excess message transmission risk is deemed to be acceptable and so the simplified multi-hop approach could be used.
Finally, to remove the unwanted transmissions in the simplified multi-hop approach a second table is kept which simply indicates which neighbour is acting as a relay for which devices. This results in a table with as many entries as the number of entities in the system with a mapping for each node to indicate which neighbour relay connects that link. Then the excess messages can be eliminated and point to point relay can occur without the need to broadcast to the entire group.
At system start, no device is a relay. 
During normal operation some devices may discover that there is a communication happening that they cannot receive directly but they are receiving messages from a device that is receiving the main communication. In this case the device not receiving the communication requests relay from (one of) the device(s) that are receiving the communication in question. The best candidate device is chosen to relay and the communication is then relayed to them.
Relay links are established and cancelled exclusively by the device requiring the services of a relay although a timeout/expiry would probably be useful.
Assuming the above approach to routing for relay purposes, the rest of the description seeks to build and maintain routing tables that accurately reflect the need for relay and cancel relay connections no longer required.
Messages always include three specific identities (they may include more). These identities are referred to here as OrigID – which indicates the originator of the specific message, OwnID – which indicates the transmitter of the message (either the OrigID or the relay transmitting the message) and DestinationID – which is the intended recipient of the message. Messages that are broadcast use the OrigID in the DestinationID field to indicate a message for all receivers.
5.1.3.1.1
Configuration aspects
ProSe Direct Communications provides for devices to receive on several pools of resource but to transmit on only one pool. It is assumed that, through configuration:

· different pools will support different groups and that any single pool could support multiple groups however any one group would only be supported on one pool of resource.
· Devices will be configurable to act as relay or not or to allow the user to select to enable relay.
In each case, the UE will only relay for groups that operate in the pool of resource permitted for transmit. Whether the selection of this pool is exclusively by pre-provisioning, by user selection or a combination does not affect how relay works however it would be best to configure devices expected to act as relay to operate on a fixed transmit pool as far as is practicable.
It may be possible for a single device to relay for multiple groups operating on a single pool of resource. This could be pre-configured or user selected. The description here assumes only a single group. Support of multiple groups may require some further work if this facility is required. 
5.1.3.2
Single-hop Relay approach

5.1.3.2.1
Detecting the Relay opportunity
To ensure communication is only relayed when needed, there has to be an approach to discovering the need for relaying. This turns out to be quite straight forward using the Limited Precedence Based off-network Floor Control Approach. 
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Figure 5.1.3.2.1-1 shows the initial communications approach from 5.6.1.1 where the connections between UEs are as shown in Table 5.1.3.2.1-1. In the figure it can be seen that UE H receives RECEIVING messages from UEs E, F and G but did not see the initial communication from D. This is an indication that UE H could join the communication if one of the UEs E-G would relay the communication from D. The additional information elements shown in Figure 5.1.3.2.1-1 shown in red (Relay value, numhops and Relay qty are described in the following sections).
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Table 5.1.3.2.1-1: Showing which devices can receive which other devices


Note:
It may be desired to remove or reduce the occurrence of RECEIVING messages as used for the purpose defined in 5.6.1.1 or to only have some UE offering themselves as relays in which case the message called RECEIVING could be considered as predominantly a Relay Offer message or an alternative message could be used or an indication in a message could be sent from UE that are offering themselves as a relay. The function would continue as in this proposal.
Exactly the same approach works for any of the subsequent messages as part of an on-going communication. When UE H sees RECEIVING messages but not the main communication being sent there is an opportunity for relay which can be started part way through a talk spurt. There are also other conditions that a UE can use to detect a relay opportunity for example receiving a COLLIDE message or a RELAY_REQUEST, RELAY_RESPONSE or RELAY_ACCEPT message without receiving the main communication would also suggest a relay opportunity. In case of COLLIDE the UE is best to wait for the communication to get established without contention and then, at the first opportunity, request a relay. For the other situations, because the OrigID is known, the UE could just start its own relay request to the UE(s) sending the message(s) it has received.

It may be desired to include a “keep alive” approach for maintaining links in the MCPTT group. In this case signalling for the keep alive could also be structured to support the same approach for detecting relay opportunity in preparation for active communication. Any keep alive approach will have to take account of the point to point extension where the relaying choice may be different for different source UEs (talkers).

The RECEIVING messages contain a Link value parameter (Relay value). Link value is a measure of the link margin of the received link advised by lower layers. In Figure 5.1.3.2.1-1 above, the Relay value sent by device F (for example) is a measure of the link margin from D to F (and vice versa), measured by UE F when it received the message from UE D. Relay value could be optional for the single hop case but is mandatory for the multi-hop case.
Editor’s note:
The ability of signal strength measures or link quality from lower layers in the UE to be made available at the application layer in the UE needs to be confirmed to allow the Relay value parameter to work as described here. If this is not available the link quality aspect will not be considered in the relay selection and sub-optimum performance may be experienced.
For support of multi-hop relay and continuous confirmation of best link behaviour, an additional information element (numhops) may optionally be appended to the RECEIVING message so that devices can check if there are better relaying options for a given communication. Numhops is the number of links in the chain from the originating UE. In the case of F in Figure 5.1.3.2.1-1 it will send 1 as there is only 1 link (the direct link). It should be noted that communication links are expected to change regularly due to mobility. If numhops is not included in the RECEIVING message the receiving UE assumes 1 hop. The numhop parameter provides a means for relay selection to prefer a lower number of hops.
To enable quicker selection of optimised routing, the RECEIVING messages could contain a parameter to indicate the number of devices the UE is already supporting by relay (Relay quantity). Therefore if device F is already relaying messages from UE D to 3 other devices it will send Relay quantity = 3. The Relay quantity parameter allows relay selection to reuse devices already relaying and so allow other devices to avoid relaying and so reduce resource occupancy and the risk of collision/congestion. Relay quantity has only a one hop significance so the value sent is the same for single hop relay as it would be for multi-hop relay.
5.1.3.2.2
Establishing UE to UE relay links
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Figure 5.1.3.1.3-1: Establishing Relay Links
Message: RELAY_REQUEST
When an off network MCPTT UE sees a RECEIVING (or other message see 5.1.3.2.1 above) associated with its group but does not see the original message being responded to (UE H in figure 5.1.3.2.1-1), it asks for relay support by sending a RELAY_REQUEST message.

The RELAY_REQUEST includes the requesting UE OwnID.

The RELAY_REQUEST identifies the communication stream being requested by including the OrigID. This is because any one UE may need different devices to relay for it according to the source UE.

The RELAY_REQUEST includes a list of OPT IDs which is the list of OwnIDs that it has detected as candidates to provide relay. The requesting UE may populate the RELAY_REQUEST message with only a subset of received OPT IDs. One reason for doing so would be if there are good relay opportunities with low numhops, devices already relaying or sufficient devices with high Link value parameter received and with good local link margin. In this case it can eliminate devices with worse numhops, Relay quantity, Link value or poor receive margin however it should take care to be able to make an optimised selection from the devices that remain selected.

Message: RELAY_RESPONSE
UEs that see the RELAY_REQUEST directed to them (their ID is in the list of OPT IDs) will have received the original message because they have sent RECEIVING. These UEs have already received a value for link goodness (Relay value) to/from them to the Originating UE which they included in their RECEIVING message. They respond with a RELAY_RESPONSE. Ideally each UE will save the last set of values (Relay value, Relay quantity and numhops) they have received related to the link between them and each of the other Originating UEs (Orig ID) however the value sent in the RECEIVING message should be sufficient
The RELAY_RESPONSE includes the responding UE OwnID.

The RELAY_RESPONSE identifies the communication stream by including the OrigID. 
RELAY_RESPONSE includes Relay value which is based on all links to/from the Relay UE to Originator and the link margin based on, for example, signal strength. The value is based on the Relay value of the last received message(s) and the actual link value measured in the UE own receiver. The lower value of the two is used in tehRECEIVING message and if included in a RELAY RESPONSE message. The Relay value to be replied to the requesting UE is the margin before the weakest link from the originating device to the relaying device is lost. The rationale behind this is that assuming users are mobile it is better to choose a user who can support both links for the longest possible time. 
RELAY_RESPONSE optionally includes the Relay quantity parameter which indicates the number of UEs the device is already relaying for. It is better to limit the number of UEs having to relay so it is preferred to use fewer UE relaying to more users. If Relay quantity is omitted the receiving device assumes 0, that is, the UE in question is not at this stage relaying for any user. Priority is given to select a UE for Relay that is already relaying.

Editor’s note:
It is FFS whether any other UE that has received the original message and the RELAY_REQUEST but is not in the list of OPT IDs should offer a RELAY_RESPONSE.

RELAY_RESPONSE optionally includes a value, numhops, which indicates the number of hops so far on the receiving link from the source UE to the UE sending the parameter. If it receives the talk spurt directly then it is 1 hop, if it is already relayed by one other device then it is 2 hops… The parameter is calculated as the value sent in the message received plus one when it is relayed. This message is optional in so far as the system could be configured to only allow one hop and in this case the UE would send RELAY REJECT if it was already served by relay. If numhops is omitted then a value of 1 is assumed. If the system is configured to allow n hops then any device already with n hops will send RELAY REJECT when requested to act as relay.
As mentioned in 5.1.3.2.1 the numhops parameter is sent in the normal RECEIVING message. The requesting UE may limit its request to those devices providing the best parameter options.

Message: RELAY_ACCEPT
The UE requesting relay support monitors the responses. It calculates a link margin for each response based on the received Relay value (from the RECEIVING or other message or included in the RELAY ACCEPT message) and the received signal strength as described in 5.1.3.2.7 to form new Relay values for each possible route. The device then selects the best UE to act as relay by the following; 

· For any routes with Relay value [greater than 10dB], the device chosen is the one with lowest numhops.

· If more than one device have the same numhops value, the device chosen is the one with highest Relay quantity,

· If multiple devices have equal numhops and Relay quantity, the device chosen is the one with highest Relay value.

· If no route has Relay value [greater than 10dB], the device chosen is the one with highest Relay value.

· In case more than one device have exactly the same Relay value (this could happen if multiple relay opportunities exist which all go through the same one relay closer to the Originator and that Relay value is low) the device chosen among those with the same Relay value is the one with best numhops, then Relay quantity. If equivalent choices remain then any one may be chosen.

The UE requesting relay sends RELAY_ACCEPT for the chosen relaying device.

The RELAY_ACCEPT message includes the identity of the UE requesting the relay (Own ID).

The RELAY_ACCEPT message identifies the communication stream being accepted by including the OrigID.
The RELAY_ACCEPT message includes the OPT ID of the UE it has selected to act as a relay.
Action on reception of RELAY_ACCEPT:

The chosen UE then considers the Own ID of the accepting UE as the RemoteID indicated in this section and considers itself as relaying for future communications from the OrigID (to the RemoteID) and from the RemoteID (to the OrigID). In multi-hop relay, the chosen UE amends the OrigID by substituting the neighbour device acting as relay by examining its mapping table, instead of the OrigID. Relayed packets will include the same information as the original packet, except that it will send using its own ID, update the Relay value and numhops parameters and substitute in its own Relay value parameter. The ID of the source device is preserved as OrigID.

The relaying UE relays messages where the OwnID matches its list of devices to relay for. In the case described above, perhaps UE F is the best and it relays comms from D (so that H can receive) and comms from H (so that D can receive). In this way RECEIVING messages get relayed back to the originator as would CAPTURE REQUESTs. The relaying UE relays already relayed messages according to the relaying device OwnID.




There are different classes of messages, some which get relayed and some of which do not.
Local relevance messages:

Local relevance messages do not get relayed. These only have significance for the one local hop. These messages are:

· RELAY_REQUEST
· RELAY_RESPONSE
· RELAY_ACCEPT
· RELAY UPDATE
· RELAY DEACTIVATE
· RELAY DEACTIVATE COMPLETE
Broadcast messages:
Broadcast messages are relayed only if there is one or more UE relying on the device in question to relay for them. Broadcast messages include the content messages for MCPTT group communications including the ORIGINATE message identified in the associated floor control proposal. There may be other broadcast messages defined from time to time.
Broadcast messages are relayed when a column exists in the routing table defined in 5.1.3.2.3 for the originator of the message which is identified by the OwnID (or OrigID in case of direct reception of a content message).
Single relevance messages:
Single relevance messages are message which have a defined destination device to receive them. Although it would not specifically harm the relay approach, it would be a waste of resources to relay a message that is not needed. In the single hop case there is no wasted retransmission by relaying a single relevance message where OwnID has a column in the routing table.
A relayed message keeps the same message type and characteristic but there is an indication included that the message has been relayed and the OwnID is the identity of the relaying device. The source of the message is preserved by continuing to relay the OrigID in the received message.

The device being relayed will receive messages relayed through its chosen relay. It may receive those messages through other relaying devices. It is acceptable to receive messages from relays other than the intended one but if this situation persists and the other connection seems more reliable the UE should formally establish this new link and terminate the previous link.

Failure cases for RELAY_ACCEPT:

It may be that the RELAY_REQUEST message from the device collides with another RELAY_REQUEST message from another device. This cannot be detected by the sending UE but the most likely result would be that some UE receive and respond to one device and others respond to the other. Some UE might be unable to receive either message.

There is also a chance of collision with RELAY_RESPONSE messages.

For either of the above two conditions, the device sending RELAY_REQUEST will only receive RELAY_RESPONSE from a subset of the UE it requested response from. The sending device makes a judgement based on earlier data it received (e.g. from RECEIVINGs) whether or not it has received enough replies to make a choice of Relaying UE. It does not have to be a perfect choice as optimisation will occur but in some cases it may be that the missing responses are all apparently preferred whereas the only responses received are poor. In this case the device has the choice to accept from the responses it has received and rely on optimisation or to resend the RELAY_REQUEST.
5.1.3.2.3
Routing table
The Relay UE keeps a record of the single neighbour bridges it holds, that is both sides, the source and destination and vice versa. This may be best described by considering UE E from the example distribution of devices from Table 5.1.3.2.1-1 using the following table. In this example it has been assumed that some optimising of choice of relaying device has happened to result in the details within the table.
Table 5.1.3.2.3-1: Relay Bridge List

	Transmitting UE
	A
	B
	C
	D
	F
	G
	H
	…

	List of relay recipients
	F
	F
	G
	H
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	A
	A
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When a UE is chosen to relay for another UE the relaying device adds that UE to the bridging list it contains. When, for example, UE E is chosen to relay communications from G to device C then, as it already has a column for source G, it just adds device C in the list of relay recipients, it also makes sure that UE C has a column as originating UE and adds G to that column. Now, when receiving a message, UE E just checks the header row of the table against the OwnID of the message. If there is a match, then it relays the communications. The reason for keeping the list of recipients is that when a link is deselected or expires, it deletes the entries in the table but it does not delete the column until the list is empty. The UE will then delete the column and stop relaying communications for that source or relaying UE. Of course there are many ways of keeping track of the relay lists but the operation is made clear through this table.


5.1.3.2.4
Terminating a relay link
Relay links should expire with the passage of time or with no positive information. That is after [X] missed confirmation opportunities (probably missed RECEIVING) or after time [T], the link is deactivated.
If a device discovers and establishes a better relay route or if it is switched off, it deactivates a previous relay by sending Relay Deactivate to the previously relaying UE. To avoid the risk of a device continuing unwanted relay due to a missed deactivation the Relay Deactivate message is acknowledged with a Relay Deactivate Complete message. This latter message is not acknowledged but if the device initiating the deactivation does not receive the completion message it re-sends the Relay Deactivate. This repeat is [only done once].
Section 5.1.3.4 describes how the relay deactivation is extended to support multi-hop updating.
5.1.3.2.5
Maintaining/optimising the relay links
Relay routes can be updated with the information received with each new message. How this is done and when devices opt to select a new route is not specified but left to implementation.





5.1.3.2.6
Parameter details
OrigID indicates the identity of the device first sending the message.
OwnID indicates the ID of the device transmitting the message. This will be the same as OrigID for the first transmission but will be substituted with the relay device ID for relayed messages.
RemoteID is the ID of a device seeking a relay connection.
DestinationID is the intended recipient of the message. If the message is intended as a broadcast message the OrigID will be the same as the DestinationID.

Relay value is a number (effectively in dB with a resolution of [.1dB] and an accuracy of [+/- 2dB]) before the weakest link might break. It is measured from the Originating UE (source) to the device in question. A device only ever sends the Relay value that applies to a link starting/ending with itself. Any device (say device P) receiving the Relay value parameter from another device (say device Q) will have to add the contribution for the local link from itself to the other device which sent the parameter. Its own Relay value takes account of the additional link by comparing and choosing the minimum of the Relay value parameter received from the other UE with the difference in dB between the UE sensitivity level and the received signal strength for the message containing that parameter. The Relay value for this UE for the link from it to the Originating UE in question therefore continues to be (approximately) the margin in dB before the weakest link gets to sensitivity level.

Editor’s note:
The availability of signal strength measures or link quality from lower layers available at the application layer needs to be confirmed for the Relay value parameter to work as described here. If this is not available the link quality aspect will need to be reconsidered.

Numhops is an integer value representing the number of hops in a link associated with a particular source UE. A device may store and when required to do so transmits the value of numhops to let other devices know how many hops a communication has taken to get from the source UE to the device sending numhops. Devices seeking relay will tend to select the least hop route. The more hops in a route, the more delay will be introduced into the communication and the more opportunities for error and frequent reconfigurations. When a device choses a new route for a source communication stream the value of numhops for that stream is the value sent by the UE selected for relay plus 1.

Relay quantity is an integer value representing the number of next hop receiving UEs that the sending device is relaying for. This equates to the number of relay recipients in the routing table in clause 5.1.3.2.3 in the column relating to the specific Transmitting UE. The rationale is that when a device is relaying then it “costs” no more to relay for one more device. The new device does however need to register its interest with the relaying device so that i) its Relay quantity remains accurate and ii) it will not cease to relay if all other devices release the link. Furthermore, by reducing the number of devices transmitting for relay it will reduce the degree and probability for interference, which could result in suboptimum relay routes being chosen.
5.1.3.3
Multi-hop relay
The single hop relay approach described in 5.1.3.2 can be used for a multi-hop approach. In the multi-hop situation it is not always the case that any message sent by a specific relay does need to be transmitted on. In fact it depends on which UE was the originator of the message, whether or not a specific relay should repeat the message. It would be possible to build the routing table for every device in the group and route exclusively by originating UE, however such a table could become onerous to manage and could get out of date. It is clear that a specific device can only relay transmissions that it receives from devices within its communication range so the routing table based on immediate neighbours includes sufficient routing dynamics. If it is acceptable to send a few extra relay messages when a different relay route would suffice then the single hop approach can be extended to allow multi-hop.
5.1.3.4
Point to Point and multi-hop relay enhancement

To support point to point messages without relaying the messages to every member of the group a simple table can be built up within the UE in question which indicates which UEs are being transferred through which relay within its direct communication range. Then when the UE in question also becomes a relay and it receives a message to relay it looks at the DestinationID. If the destination ID is different from the OrigID then it is a point to point message. The relay then looks up the DestinationID as an OrigID in this table and notes the NextHopID. It then evaluates its routing table and if it has an entry that indicates that it should relay the OwnID received to the NextHopID found by looking up the DestinationID in the table, it should relay the message. It can add the NextHopID to assist receiving devices to filter out messages for relaying.
A similar approach works for deciding to relay a broadcast message. This time though the source and DestinationID are the same so when the relay looks up the DestinationID in the table the real point is that this is also the OrigID and if the entry is in the table it has previously been asked to relay messages from that source so it should relay this message. The same mechanics works by the relay looking up the DestinationID as the OrigID in the table and finding the NextHopID. This time however the relay will look up its routing table for a route from the looked up NextHopID and relay if that exists. The rationale is that if the device acts as a relay for the relay identified in NextHopID then it will also act as relay for it when it is relaying an OrigID that relays through that relay. The saving however comes because other routes that are relayed by the same relaying device but the OrigID is not in the list for that NextHopID, then the relay in question is not required to relay because this is a route bypassing close enough for the relay to receive but not requiring it to transmit.
The UE sending the RELAY ACCEPT keeps a table identifying which OrigIDs have been accepted for relay through which OptIDs. 
	OrigID
	D
	
	
	

	NextHopID
	F
	
	
	


Table 5.1.3.1.3-1: Mapping which source/destination is routed through which relay
Table 5.1.3.1-1 shows the table formed in UE H when it sends RELAY ACCEPT to accept UE F to relay for communications from D. This table makes no real difference for single hop situations. However when UE H is also called on to relay communications from UE D then it can use this table and its own routing table to ensure it is only supporting relay links of value.

This table will provide the cross reference against the single hop indexing table for multiple hop cases. For example if UE H now becomes a relay for UE J. Then when UE J sends RELAY ACCEPT with the OptID for UE H and OrigID for UE D, UE H sets its routing table . 

and so for subsequent messages can tell from this table that is has to add UE J for relay from UE F and vice versa because UE F is the next hop for UE D. In case of point to point support it will also identify the NextHop ID to limit spread of point to point messages.
5.1.3.2
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.

5.1.3.3
Solution Evaluation

Editor’s note:
The fulfilment of requirements in clause 4.2 will be evaluated.
Check that a relay only relays one message once (it may receive through multiple paths).

When changing choice of relay, send relay deactivate. If no relay deactivate complete wait for a time and if still receiving that device send deactivate again… If no messages received ?confirming? relay, then kill after elapsed time.
When a relay changes its routing does it affect down stream devices it relays for. At least these devices need to get into the tables for the other relays for either activate or deactivate. 
If deactivating due to signal strength then the device may need the deactivating relay to continue routing for it through the new relay also so it should also indicate the ID of the new chosen relay.
Think about catastrophic failure and recovery.
May receive direct from a relay but it doesn’t know about you. This should be reciprocal – need to get the relay up but how?
Relay accept has to be acknowledged so that relays upstream can keep the information
So new concept:

Consider race request for Relay Requests in response to Relay Response or Relay Accept.
If a device sees the same thing relayed at the same repeat level (relay qty) it may choose to move over after a random delay. If the greater move immediate.
Don’t resend the same message already relayed.
When M decides to use L instead of D, it can relay request L and relay deactivate D.
If you get a communication from a relay you have to tell it you accept.
Release relay when not required or expired.
Receiving comms you are not registered for is possible. Just register for those comms.
To re-route recipient device recognises and releases old link establishes new link. Each released device sends on the fact it is no longer relaying for device n. any device not relaying for n doesn’t send the message on. New connection route indicates now relaying for device n do the now relaying first. Other devices set the new and remove the old link so they don’t need to propagate the release.
Figure 5.1.3.12.1-1: Detecting the Relay Opportunity
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