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Abstract: This paper considers the working assumptions on service continuity, based on SA1 reply LS (S6-150112)
Discussion

Reply LS from SA1, S6-150112, on service continuity shows the desirable cases for service continuity as follows; 
MCPTT is largely focused on group voice services and in this scenario, when a UE goes off network, the ProSe Communication would allow that UE to communicate with others within ProSe Communication range, however the other group members may not be in ProSe Communication range; hence service continuity may not be possible. 
SA1 thinks that service continuity is desirable, when MCPTT UE, prior to going off network, attempts to make use of a ProSe UE-to-Network Relay, when this is possible. SA1 also agreed that the service continuity is desirable both directions, when this is possible.


1. 
2. 

Based on the discussion of SA6 group, it was agreed to add an assumption on the service continuity and the notes of clause 5.8.1 to the TR 23.779.
Proposal
It is proposed to agree the following changes to 3GPP TR 23.779 V0.5.1. 
* * * * Start of 1st Change * * * *
4.1.X
 Service continuity

The MCPTT UE, prior to going off network, should attempt to make use of a ProSe UE-to-Network Relay in order to support the service continuity. 

* * * * Start of 2nd Change * * * *
5.8
Service Continuity

5.8.1
Solution 8-1: SIP-based service continuity between NMO and NMO-R 
5.8.1.1
Functional Description

The solution described in this clause allows for service continuity from Network Mode Operation (NMO) to Network Mode Operation via Relay (NMO-R) using application-level mechanisms. The same mechanisms can be used for service continuity in the opposite direction. The solution applies to the ALG Relay for NMO-R described in clause 5.3.1 and is also applicable to any Layer-3 Relay solution for NMO-R.

Editor’s note:
This solution needs to be reviewed with SA2, in particular how it relates to any lower-layer service continuity solution that may be defined as part of the eProSe-Ext work item.
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Figure 5.8.1.1-1: Service continuity from NMO to NMO-R
As illustrated in Figure 5.8.1.1-1: 

· Initially UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server (solid line GC1 in Figure 5.8.1.1-1).
· When UE-1 realises that it is losing connection to the network, or after the connection to the network has been lost), UE-1 discovers a UE-NW Relay (UE-R), establishes a PC5 connection with UE-R and enters NMO-R by transferring the MCPTT session (dashed line GC1 in Figure 5.8.1.1-1).

5.8.1.2
Procedures

5.8.1.2.1
General

The following procedures are described with call flows:

-
MCPTT service continuity from NMO to NMO-R.

The procedure for service continuity in the opposite direction is identical and is not shown.

5.8.1.2.2
MCPTT service continuity from NMO to NMO-R

Depicted in Figure 5.8.1.2.2-1 is the call flow where Remote UE registers for MCPTT service via an MCPTT proxy. When the MCPTT service is provided via the IMS, the figure also includes a P-CSCF (not shown for simplicity).
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Figure 5.8.1.2.2-1: MCPTT service continuity from NMO to NMO-R

0. UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server.

1. UE-1 realises that it is losing connection to the network or has completely lost it.
2. UE-1 (in the role of Remote UE) performs ProSe UE-Network Relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with either the Relay or with the network (depending on the SA3 decision for security). In the process UE-1 is also assigned an IP address/prefix by the Relay.

NOTE 1: If the step 2 is started after losing connection, the service interruption may be noticeable to the user. 

NOTE 2: Step 2 will be entirely described under in TR 23.713 [6].

3: UE-1 registers with the MCPTT server over the NMO-R leg using the SIP REGISTER method.

NOTE 3: If UE-R is a pure Layer-3 relay, Steps 3a and 3b (REGISTER) are merged in a single step. The same comment applies to steps 3d and 3e (OK).

Editor’s note:
It is FFS whether UE needs to SIP register over the target access leg.

Editor’s note:
It is FFS whether and how the solution can be applied to scenarios where MCPTT content over Uu on the source and/or target side is delivered in multicast mode.
4. In order to transfer the media streams of an MCPTT group, UE-1 sends a SIP INVITE (MCPTT Group ID) message. MCPTT Group ID is a SIP URI that uniquely identifies the group of MCPTT users (e.g. fire.brigade75@firstresponder.com).

NOTE 4: If UE-R is a pure Layer-3 relay, Steps 4a and 4b (INVITE) are merged in a single step. The same comment applies to steps 4c and 4d (OK).

5. The procedure is completed when all media streams have been transferred on the NMO-R leg. At this point UE-1 may deregister the NMO leg if it still has direct network connection (not shown in the figure).

5.8.1.3

Impact on Existing Entities and Interfaces

System-level considerations:

-
To enable make-before-break continuity, the UE engaged in NMO needs to be able to perform in parallel the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, while still engaged in direct connection to the network. This should already be supported with the Rel-12 radio design for ProSe direct communication.

-
If the UE engaged in NMO loses the direct connection to the network before completing the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, the service continuity is performed in break-before-make manner.
NOTE: In case of break-before-make manner, the service interruption may be noticeable to the user.

Application-level considerations:

-
SIP-based service continuity is enabled in two steps: 1) SIP registration with the MCPTT server over the NMO-R leg; 2) SIP INVITE towards the remote party (which is the MCPTT server itself) informing it of the new transport address (IP address and port number) to be used for the user’s media streams.

IMS-level considerations (i.e. the case where GC1 is based on Gm):

-
Existing procedures for IMS Service Continuity defined in TS 23.237 are used.

5.8.1.4

Solution Evaluation

 The solution uses well-known SIP-based service continuity mechanisms. For IMS-based MCPTT the mechanisms for IMS Service Continuity defined in TS 23.237 are used
* * * * End of Changes * * * *
_1474230663.vsd
UE-R


UE-1


eNB


MBMS GW


BM-SC


MCPTT
 server


MME


MCPTT
proxy



_1474272576.vsd
UE-1
(Remote UE)


5. UE-1 engaged in NMO-R


UE-R
(Relay)


MCPTT server


4. UE-1 transfers the media streams on the NMO-R leg


4a. INVITE (Group ID)


1. UE-1 losing connection


2. UE-1 connects to the relay
(discovery, PC5 auth, IP address)


4b. INVITE (Group ID)


4c. 200 OK


4d. 200 OK


3a. REGISTER (UE-1)


3b. REGISTER (UE-1)


3c. Mutual authentication between UE-1 and MCPTT server (or P-CSCF)


3d. 200 OK


3e. 200 OK


0. UE-1 engaged in NMO with the MCPTT server


3. UE-1 registers with the MCPTT server on the NMO-R leg



