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Abstract: This document provides comments and corrections to 23.779 in order clarify the text.  
*** FIRST MODIFICATION ***
3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. 
A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
Direct Mode Operation: DMO is characterised by application layer UE clients utilizing MCPTT service and communicating via only ProSe direct communication paths.

Direct Mode Operation via Relay: DMO-R is characterised by an application layer UE client interacting with a centralised MCPTT application layer server communicating via a Prose UE-to-UE Relay using only ProSe direct communication paths.

Floor control: An arbitration system in an MCPTT Service that determines who has the authority to transmit (talk) at a point in time during an MCPTT call.

Group Call: A mechanism by which an MCPTT user can make a one-to-many MCPTT transmission to other users that are members of MCPTT Group(s).
MCPTT Service: A Push To Talk communication service supporting applications for Mission Critical Organizations and mission critical applications for other businesses and organizations (e.g., utilities, railways) with fast setup times, high availability, reliability and priority handling.
MCPTT system: The collection of applications, services, and enabling capabilities required to provide Mission Critical Push To Talk for a Mission Critical Organization.
Mission Critical Push To Talk: A group communication service with fast setup times, ability to handle large groups, strong security and priority handling.
Network Mode Operation: NMO is characterised by an application layer UE client interacting with a centralised MCPTT application server communicating via EPS bearers using E-UTRAN to provide the last hop radio bearers.

Network Mode Operation via Relay: NMO-R is characterised by an application layer UE client interacting with a centralised MCPTT application server communicating via a ProSe UE-to-Network Relay using ProSe direct communication paths to provide the last hop radio bearer(s).

Off-Network MCPTT Service: The collection of functions and capabilities required to provide MCPTT service using ProSe Discovery and the ProSe Communication path for MCPTT Users using Public Safety ProSe-enabled UEs as a direct communication between UEs using E-UTRA.

Private Call: A call between a pair of MCPTT Users using the MCPTT Service with or without MCPTT Floor control.

*** NEXT MODIFICATION ***
3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. 
An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

DMO
Direct Mode Operation

DMO-R
Direct Mode Operation via Relay

GMF
Group Management Function

MCPTT
Mission Critical Push To Talk over LTE
MCPTT AS
MCPTT Application Server


NGCN
Next Generation Corporate Network
NMO
Network Mode Operation

NMO-R
Network Mode Operation via Relay

OMA
Open Mobile Alliance
P25
Project 25
PCPS
Push to Communicate for Public Safety
POC
Push To Talk Over Cellular

PS-UDF
Public Safety User Data Function
PTT
Push To Talk
TCCE
TETRA and Critical Communications Evolution
TETRA
Terrestrial Trunked RAdio
XDMS
XML Documentation Management Server 
*** NEXT MODIFICATION ***
4.2.1
General Architectural Requirements

General MCPTT architectural requirements include:
a)
To develop economies of scale, it will be useful if network operators can reuse the MCPTT architecture for non-public safety customers that require similar functionality. These operators may want to integrate many components of the MCPTT solution with their existing network architecture.

Hence a functional decomposition of MCPTT into a small number of distinct logical functions is required.

b)
The architecture should enable an Application Signalling and Media Plane split for the provision of the MCPTT service.

c)
To enable parts of the MCPTT solution to be reused for other applications, the architecture should enable the Group Management functions (e.g. admission control; linking of groups; etc.) to be implemented on a separate node from the main PTT functions (e.g. ‘call’ setup/termination; allocation of TMGI to UE; floor control; etc.).

d)
There is a need to promptly form (and release) groups of users that span multiple Public Safety Network Administrations. To enable this, the architecture should provide the relevant Public Safety Network – Public Safety Network interfaces.

*** NEXT MODIFICATION ***
4.2.2
Roaming requirements

The MCPTT application can provide PTT service to users in various PLMNs.

When a UE (being a MCPTT application subscriber in one PLMN) moves to a region served by a PLMN associated to the jurisdiction of another organisation offering MCPTT service (via a local MCPTT AS) in this local PLMN and which has operational agreement with the MCPTT AS operator in the home network, this UE can get MCPTT service from this (local PLMN) MCPTT AS. The UE is provided access to group communication resources under the control of both MCPTT applications. 

Priorities are managed according to the policy of the local public safety authority.

Editor’s note:
The above sentence should be moved to a new clause dealing with priorities.
*** NEXT MODIFICATION ***
4.2.3
Involved Business Relationships
Based on the information in subclause 4.2.1 and subclause 4.2.2, figure 4.2.3-1 shows the business relationships that exist and that are needed to support a single MCPTT user. 
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Figure 4.2.3-1
Editor's note: There is a need to describe whether multiple MCPTT users all within the same group are constrained to use the same Home PLMN.

The MCPTT operator and the home network operator could be part of the same organisation, in which case the business relationship between the two is internal to a single organisation.

Editor's note: The relationships for mutual aid need to added to this subclause, as a separate figure and text.

*** NEXT MODIFICATION ***
4.2.4
Media routing requirements
The voice media flow for an individual call shall be routed according to one of the following two options:

Option 1.

Through the Home MCPTT AS, i.e. the MCPTT AS controlled by the Home organisation if both parties in the call belong to the same organisation.

Through the Home MCPTT AS of each party, if the parties in the call do not belong to the same organisation.

Option 2.

The voice media flow may be routed locally, under the control of the Home MCPTT AS(es), through an entity 
allowing the duplication of the media flow to the Home MCPTT AS(es).

The voice media flow for a group call shall be routed to the Group Home MCPTT AS, i.e. the application controlled by the organisation controlling the corresponding group.

The routing of media flow shall be end-to-end from transmitter to receiver(s), except for the PTT control function.

Editor’s Note: It is FFS (SA4) which information used for QoS management.

*** NEXT MODIFICATION ***
5.1.1.1
Functional Description

The solution described in this clause is illustrated in Figure 5.1.1.1-1.
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Figure 5.1.1.1-1: High-level architecture view for MCPTT DMO Group Calls
GC-dmo is the inter-UE application level interface connecting the MCPTT clients for Off Network operation (MCPTT Off Network clients).

Editor’s note:
It is FFS how to represent and support non-fully connected mesh networks. 

A MCPTT Off Network client when supporting MCPTT Group Calls has the following characteristics:

-
It runs on top of the ProSe One-to-Many communication service defined for PC5 in Rel-12.

-
It has functionality for fully decentralised floor control.

-
It shall support functionality for location, presence, group management, and status reporting, as identified in the Stage 1 requirements.

*** NEXT MODIFICATION ***
5.1.2
Solution 1-2: Off-Network MCPTT Service using ProSe UE-UE Relay

5.1.2.1
Functional Description

The solution described in this clause assumes that Off-Network MCPTT Service using ProSe UE-UE Relay (further referred to as Direct Mode Operation via Relay (MCPTT DMO-R)) is supported with a centralised MCPTT server residing in the ProSe UE-UE Relay, as illustrated in Figure 5.1.2.1-1.
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Figure 5.1.2.1-1: High-level architecture view for MCPTT DMO-R

In reference to Figure 5.1.2.1-1, the Remote UEs (UE-1 and UE-2) are out of each other’s transmission range, but are both within the transmission range of the UE-UE Relay (UE-R). UE-1 and UE-2 are able to communicate with each other using the communication service provided by the UE-UE Relay.

The solution for MCPTT DMO-R described in this clause has the following salient features:

-
MCPTT DMO-R (similar to MCPTT NMO and MCPTT NMO-R) relies on a centralised architecture where the MCPTT service is provided to the MCPTT DMO-R client via the MCPTT DMO-R server residing in the Remote UE and UE-UE Relay, respectively.


-
The MCPTT DMO-R server residing in the ProSe UE-UE Relay includes the following functionality:

-
SIP Registrar as defined in IETF RFC 3261 [8].

-
SIP session control for the registered users.

-
Optional SIP Proxy and SIP B2BUA functionality.

-
Support for a SIP-based interface (GC1-dmo-r) towards the Remote UE.

Support for centralised floor control (e.g. with the Binary Floor Control Protocol (BFCP) defined in IETF RFC 4582 [9]).

-
The ProSe UE-UE Relay (including the MCPTT DMO-R server) may be perceived as a Layer-7 relay.

NOTE 1:
The MCPTT DMO-R server function may reside in a Remote UE, noting that this would lead to a suboptimal usage because every GC1-dmo-r hop would involve two PC5 hops. Another reason for collocating the MCPTT DMO-R server function with the Layer-3 Relay (UE-R) is to allow UE-R to advertise the collocated MCPTT DMO-R server capability.

NOTE 2:
The solution is intended for scenarios where there is a suitable candidate that can serve as UE-UE Relay (e.g. high-power vehicle-mounted UE).

NOTE 3:
The PC5 aspects (e.g. relay discovery, PC5-layer authentication and point-to-point link establishment, IP address/prefix assignment) of the Relay are described in TR 23.713 [6]. The present document focuses primarily on GC1-dmo-r aspects.

5.1.2.2
Procedures

5.1.2.2.1
General

The following procedures are described with call flows:

-
Registration for MCPTT service and establishment of MCPTT communication session: describes how the MCPTT DMO-R client residing in the Remote UE registers for MCPTT service with the MCPTT DMO-R server residing in the Relay. The procedure also describes how a Remote UE (UE-1) establishes an MCPTT group session with another Remote UE (UE-2) or joins an established MCPTT Group session.

-
Floor control: describes how floor control is arbitrated by a centralised floor controller residing in the MCPTT DMO-R server.

5.1.2.2.2
Registration for MCPTT service and MCPTT Group communication setup

Outlined in Figure 5.1.2.2.2-1 are the control plane procedures for MCPTT client registration and MCPTT Group communication establishment in the presence of a UE-UE Relay.
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Figure 5.1.2.2.2-1: Registration for MCPTT service and MCPTT group communication setup
1.
The Remote UE (UE-1) performs ProSe UE-UE Relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with the Relay. In the process UE-1 is also assigned an IP address/prefix by the Relay. After completion of this procedure there is basic IP connectivity between UE-1 and UE-R.
NOTE 1:
Step 1 will be entirely described in TR 23.713 [6].

2.
The MCPTT client in UE-1 registers with the MCPTT DMO-R server residing in UE-R by sending a SIP REGISTER message. The message also carries the personal application-layer identifier of the requesting user (e.g. john.doe@firstresponder.com).

3.
The SIP registrar functionality in the MCPTT DMO-R server records the request by associating the IP address of UE-1 with the personal SIP URI of the registering user and sends an acknowledgement.

4.
UE-1 indicates its affiliation with MCPTT groups with which it wishes to engage in MCPTT group communication. The MCPTT group is identified via a Group ID i.e. an MCPTT group specific URI (e.g. fire.brigade75@firstresponder.com).

NOTE 2:
The user of UE-R may or may not be a member of the requested MCPTT Group. It is up to the user of UE-R to decide whether a non-member UE-R shall be authorised to act as UE-UE Relay.

5-8.
The corresponding steps for UE-2 are performed.

9.
The MCPTT DMO-R server in UE-R may now start sending SIP INVITE (MCPTT Group Y) messages to the registered MCPTT DMO-R clients.

NOTE 3:
If the user of UE-R takes part in the MCPTT group communication as an MCPTT Group member, UE-R may send the SIP INVITE message to the MCPTT DMO-R clients as soon as they register (e.g. step 9b could be performed right after step 4).

NOTE 4:
In case UE-1 and UE-2 wish to engage in a MCPTT private (one-to-one) call, the SIP INVITE message in step 9 is sent by either UE-1 or UE-2 and contains the personal SIP URI of the called user (instead of a MCPTT Group ID).

10.
OK messages.

11.
At this point UE-1 and UE-2 may engage in a MCPTT communication session.

NOTE 5:
In case of MCPTT group communication, the MCPTT DMO-R server receives content from one UE and distributes it to the group. In case of an MCPTT private call, the relay operation can be equivalent to IP routing.

*** NEXT MODIFICATION ***
5.1.3.1.2
Establishing UE to UE relay links
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Message: Relay Request

When an off network MCPTT UE sees an ACK (or other message see 5.1.3.1.1 above) associated with its group but does not see the message being Acked or responded to (UE H in Figure 2), it asks for relay support by sending a Relay Request.

The Relay Request includes the requesting UE OwnID.

The Relay Request identifies the communication stream being requested by including the OrigID. This is because any one UE may need different devices to relay for it according to the source UE.

The Relay Request includes a list of AckIDs which is the list of OwnIDs that it has detected as candidates to provide relay. The receiving UE can populate the Relay Request message with only a subset of received AckIDs. One reason for doing so would be if there are good relay opportunities with low numhops, devices already relaying or sufficient devices with high Link value parameter received and with good local link margin. In this case it can eliminate devices with worse numhops, Relay quantity, Link value or poor receive margin however it should take care to be able to make an optimised selection from the device that remain selected.

Message: Relay Response

UEs that see the Relay Request directed to them (their ID is in the list of AckIDs) will have received the original message because they have sent an Ack. These UEs have already calculated a value for link goodness (Relay value) to/from them to the Originating UE. They respond with a Relay Response. In any case, and for future compatibility, it is best for each UE to save the last set of values (Relay value, Relay quantity and numhops) they have received related to the link between them and each of the other Originating UEs. These stored values should also have an elapsed time stored against them to assess currency/staleness of the data. The stored value can be used in Relay Response responses and perhaps other uses such as keep alives or routing optimisation.

Relay Response includes Relay value which is based on all links to/from the Relay UE to Originator and the link margin based on, for example, signal strength. The Relay value to be replied to the requesting UE is the margin before the link from the originating device to the relaying device is lost. The rationale behind this is that assuming users are mobile it is better to choose a user who can support both links for the longest possible time. The Relay value equates to the margin before the weakest of all the links in the chain breaks.

Relay Response optionally includes the Relay quantity parameter which indicates the number of UEs the device is already relaying for. It is better to limit the number of UEs having to relay so it is preferred to use fewer UEs relaying to more users. If Relay quantity is omitted the receiving device assumes 0, that is, the UE in question is not at this stage relaying for any user. Priority is given to select a UE for Relay that is already relaying.

It is FFS whether any other UE that has received the original message and the Relay request but is not in the list of AckIDs should offer a Relay Response.

Relay Response optionally includes a value, numhops, which indicates the number of hops so far on the receiving link from the source UE to the UE sending the parameter. If it receives the talk spurt directly then it is 1 hop, if it is already relayed by one other device then it is 2 hops… This is optional in so far as the system could be configured to only allow one hop and in this case the UE would send Relay Reject if it was already served by Relay. If numhops is omitted then a value of 1 is assumed.

As mentioned in 5.1.3.1.1 it would be possible to indicate the numhops in the normal Ack message in which case the requesting UE could limit its request to those providing the best options.

Message: Relay Accept

The UE requesting relay support monitors the responses. It calculates a link margin for each response based on the received Relay value and the received signal strength as described in 5.1.3.1.7 to form new Relay values for each possible route. The device then selects the best UE to act as relay by the following; 

· For any routes with Relay value greater than [10]dB, the device chosen is the one with lowest numhops.

· If more than one device have the same numhops value, the device chosen is the one with highest Relay quantity,

· If multiple devices have equal numhops and Relay quantity, the device chosen is the one with highest Relay value.

· If no route has Relay value greater than [10]dB, the device chosen is the one with highest Relay value.

· In case more than one device have exactly the same Relay value (this could happen if multiple relay opportunities exist which all go through the same one relay closer to the Originator and that Relay value is low) the device chosen among those with the same Relay value is the one with best numhops, then Relay quantity. If equivalent choices remain then any one can be chosen.

The UE requesting relay sends Relay Accept for the Originator and chosen relaying device.

The Relay Accept message includes the identity of the UE requesting the relay.

The Relay Accept message identifies the communication stream being requested by including the OrigID.

The Relay Accept message includes the AckID of the UE it has selected to act as a relay.

Action on response of Relay Accept:

The chosen UE then considers itself as relaying for future communications from the OrigID (to the RemoteID) and from the RemoteID (to the OrigID). Relayed packets will include the same information as the original packet, except that it will send using its own ID, add a Relay indication and identify the ID of the source device as OrigID.

The relaying UE relays messages where the OrigID matches its list of devices to relay for. In the case described above, perhaps UE F is the best and it relays comms from D (so that H can receive) and comms from H (so that D can receive). In this way Acks get relayed back to the originator as would Capture requests. The UE relay does not relay already relayed messages according to the relaying device ID but only according to the OrigID.

The resources used for relay transmission should be pre-configured and different from the resources used for either the main communication or the supporting signalling. They could all be separated in time within a repeating time period. Three separate opportunities (original and two different relay opportunities) are required to avoid interference.
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Figure 5.1.3.1.2-2: Example Relay Operation

There are different classes of messages, some which get relayed and some which do not. The messages that do not get relayed are Local Relevance messages. These only have significance for the one local hop. These messages are:

· Relay Request

· Relay Response

· Relay Accept

· Relay Deactivate

· Relay Deactivate Complete

All other messages do get relayed if the conditions for relaying are met (basically there is a column in the routing table for the Originating ID or for the Relay ID). A relayed message keeps the same message type and characteristic but there is an indication included that the message has been relayed and the identity of the relaying device. Speech packets include the Originator ID and are routed according to a table for Originating UEs.
Next hop replaces relay ID

The device being relayed will receive messages relayed through its chosen relay. It may receive those messages through other relaying devices. It is acceptable to receive messages from relays other than the intended one but if this situation persists and the other connection seems more reliable the UE should formally establish this new link terminate the previous link.

Failure cases for Relay Accept:

It may be that the Relay Request message from the device collides with another Relay Request message from another device. This cannot be detected by the sending UE but the most likely result would be that some UE receive and respond to one device and others respond to the other. Some UE might be unable to receive either message.

There is also a chance of collision with Relay Response messages.

For either of the above two conditions, the device sending Relay Request will only receive Relay Response from a subset of the UE it requested response from. The sending device makes a judgement based on earlier data it received (e.g. from Acks) whether or not it has received enough replies to make a choice of Relaying UE. It does not have to be a perfect choice as optimisation will occur but in some cases it may be that the missing responses are all apparently preferred whereas the only responses received are poor. In this case the device has the choice to accept from the responses it has received and rely on optimisation or to resend the Relay Request.
*** NEXT MODIFICATION ***
5.1.3.1.3
Routing table
The Relay UE keeps a record of the bridges it holds, that is both sides, the source and destination and vice versa. This may be best described by considering UE E from the example distribution of devices from 5.6.1.1 using the following table. In this example it has been assumed that some optimising of choice of relaying device has happened to result in the details within the table.

	Originating UE
	A
	B
	C
	D
	F
	G
	H
	…

	List of relay recipients
	F
	F
	G
	H
	A
	A
	A
	

	
	G
	G
	H
	
	B
	B
	B
	

	
	H
	H
	
	
	
	C
	C
	

	
	
	
	
	
	
	
	D
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	


Table 5.1.3.1.3-1: Relay Bridge List

When a UE is chosen to relay for another UE the relaying device adds that UE to the bridging list it contains. When, for example, UE E is chosen to relay source G communications to device C then, as it already has a column for source G, it just adds device C in the list of relay recipients, it also makes sure that UE C has a column as originating UE and adds G to its list. Now, when receiving a message, UE E just checks the header row of the table against the OrigID of the message. If there is a match, then it relays the communications. The reason for keeping the list of recipients is that when a link is deselected or expires, it deletes the entries in the table but it does not delete the column until the list is empty. Then it can delete the column and stop relaying communications for that source UE. Of course there are many ways of keeping track of the relay lists but the operation is made clear through this table.

For each Originating UE that the UE relays for, it should keep a record of the last calculated Relay value. That is, it stores the Relay value which is the lower of the Relay value it receives from the last device in the link and the value it measures when receiving the message. This equates to the margin for the link to/from itself and is calculated and stored independently for each Originating UE. In the same way it also stores the last known numhops (adding one for the last link). These values will be refreshed for each new message received from the Originating UE. Relay quantity need not be stored.
*** NEXT MODIFICATION ***
5.2.1.1.1
Overall Architecture
This solution focuses on the situation where the UE is in contact with the network. It is intended to be complementary to ProSe solutions that describe the out of coverage cases, and, the UE-to-network-relay cases.

Based on the architectural requirements in clause 4.2 and the existing 3GPP roaming architecture, an IMS based architecture is shown in Figure 5.2.1.1.1-1, below. While Figure 5.2.1.1.1-1 only shows a MCPTT AS, it can be imagined that other application servers also utilise the services of the Group Management Function; the Media Resource Function; the IMS core; and the SGi connection to the UE.
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Figure 5.2.1.1.1-1: Harmonized Architecture for MCPTT
KEY
BLACK: 3GPP SA2 Solution 2-1 Terminology
RED OMA ETSI TCCE WorkshopTerminology

BLUE OMA PCPS Terminology

RM = Resource Management

RM* = Resource Management for Multicast

YELLOW shaded entities are ones already defined in 3GPP

The above architecture is provided as an example architecture and many variants of it can also exist, for example:

-
The IMS may be operated by the Public Safety Administration in order to ensure that security related information is retained within their (secure) environment. Within such an IMS, the P-CSCF and S-CSCF might be implemented in a single entity.

-
The PDN GW might be in the Home Network, or, a "local breakout" PDN GW could be used in the VPLMN. Different mechanisms for discovering the address of the P-CSCF exist and hence when using a "local breakout" PDN GW, the P-CSCF could still be located back in a Public Safety Administration’s secure environment. However, the P-CSCF provides an Rx interface to the PCRF; the PCRF uses the Gx interface to request Dedicated Bearer resources from the PDN GW; and currently inter-operator S9 interfaces are not widely deployed.
-
The HSS might be in a "traditional HPLMN" that also provides a Radio Access Network, or, the HSS could be replaced by the Public Safety – User Data Function (PS-UDF) operated by the Public Safety Administration which functions as a type of "Mobile Virtual Network Operator" and provides the functions of the HSS required by the IMS and the Public Safety Application. In the latter case, new roaming agreements with "traditional VPLMNs" could be required. 

NOTE:
Figure 5.2.1.1.1-1 depicts an alternative scenario where EPC level security uses the "traditional HSS" and the Public Safety Administration uses a PS-UDF.

-
Both the MCPTT Application Server and Group Management Function are anticipated to have interfaces (with Sh type capabilities) to databases.

-
In addition to running its own applications, the "Public Safety Administration" may own/operate the IMS and/or the "HPLMN EPC" and/or the VPLMN/Radio Access Network.

-
(Amongst many other scenarios) the UE could be using a VPLMN in the geographic region of "Public Safety B"; or, the UE could be using an arbitrary IP-CAN and be located anywhere in the world with a need to communicate with a user associated with "Public Safety B".

-
In some implementations, the Media Resource Function could be further subdivided into "MRFP" and "MRFC". The Media Resource Function and MCPTT Application Server might be implemented in a single entity.
-
ISC interfaces from the S-CSCF may run to any application server, e.g. to the Group Management Function.

The following functionalities and capabilities are expected to be needed for MCPTT and are already provided by IMS:


-
Registration of the MCPTT UE in the IMS;


-
Authentication of the MCPTT user in the IMS;


-
Identity assertion and securing of trust domains;


-
SIP session control;


-
QoS support using the PCC framework;

-
Priority Services (for prioritisation of Public Safety signalling);

-
Overload Control;


-
Restoration of IMS core network nodes;

-
Access to data stored in the Public Safety User Data Function (PS-UDF).
Key principles for use of IMS are:

a) the reference point between the MCPTT UE and the network conforms to the protocol on the 3GPP Gm reference point (with necessary enhancements to support MCPTT requirements);  and
b)  that any other reference point that is exposed for MCPTT  interoperability with other IMS core networks or other IMS entities in other systems supports the protocols defined for that reference point in the 3GPP architecture. 
The S-CSCF is shown straddling the IMS Core and the Public Safety Application. This is because using the PS-UDF the S-CSCF can either be assigned in the IMS Core or in the Public Safety Application.
Editor’s Note:
If the allocated S-CSCF is within the Public Safety Application then security between the different domains will need to be considered e.g. IBCFs will need to be inserted between the I-CSCF and the S-CSCF.

Editor’s Note:
The location of Resource Management and Rx is for further study. It is currently shown as part of the P-CSCF where it is currently in the IMS Architecture. It is FFS whether it is possible to support Resource Management and Rx at the Public Safety Application. This would need discussion with PCC experts in 3GPP SA2. RM* is also shown which is used for multicast resource reservation.

*** NEXT MODIFICATION ***
5.2.1.1.4.2
The MCPTT Application Server (MCPTT AS)

The MCPTT AS contains the master logic responsible for MCPTT call control and management and the destination for SIP routing related to MCPTT calls.  The MCPTT AS is a SIP Application Server in the IMS architecture.

*** NEXT MODIFICATION ***
5.2.1.1.4.5
XML Document Server (XDMS)

The MCPTT Service stores, modifies and retrieves XML documents via the XDMS.  There are three applications for MCPTT within the XDMS: 

· List XDMS, 

· Policy XDMS; and
· Group XDMS.

*** NEXT MODIFICATION ***
5.2.2
Solution 2-2: NGCN-based architecture

5.2.2.1
Functional Description

This solution focuses on the situation where the UE is in contact with the network. It is intended to be complementary to ProSe solutions that describe the out of coverage cases, and, the UE-to-network-relay cases.

Based on the architectural requirements in clause 4.2 and the existing 3GPP architecture for the support of Next Generation Corporate Networks (NGCN), a generic high-level architecture is shown in Figure 5.2.2.1-1, below. Only the signalling plane has been represented for simplicity. Media is following a similar path.
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Figure 5.2.2.1-1: Example of NGCN-based architecture for MCPTT applications
Editor’s note:
Details of southbound interface are FFS.

Figure 5.2.2.1-1 represents two MCPTT applications connected to two IMS for PLMN 1 and 2 using the peering mode Application 1 is also directly connected to PLMN 1’ (without intermediate IMS) while application 2 is connected to a corporate Wi-Fi network. 

Figure 5.2.2.1-2 below illustrates the internal architecture of the MCPTT application,
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Figure 5.2.2.1-2 Internal architecture of MCPTT application

Note: The versions of Ici, Izi and Gm in the above figure are assumed to include all the enhancements required for the proper support of MCPTT features
The CN gateway contains a SIP routing function, an HTTP proxy function and a Media gateway. The SIP proxy 
function, which includes the S-CSCF, allows the routing of SIP signalling from/to the MCPTT client in the UE to/from the SIP based functional entities in the MCPTT application. The SIP routing function is complemented by an HTTP proxy function for the proxying of some non-SIP based signalling, for example XML document management through HTTP/xcap.

The media gateway functionality is provided via media (PTT) control and a media distribution functions transporting media and associated control from/to the MCPTT client over unicast and broadcast bearers. The media gateway functionality also includes a resource management function interfaced with the PCRF and BM-SC (Rx and MC2-C interfaces) for setup, release and QoS control of the media unicast and broadcast bearers.

The SIP REGISTRAR maintains the SIP registrations of the MCPTT clients. It interacts with the User identity function in charge of the management of the appropriate credentials.

The GROUP Management function contains provisioning information related to the groups and the mapping of the users to groups. It is in charge of the distribution of group related information to the MCPTT clients and of group membership to the PTT SERVICES function.

The Security management function is in charge of policy and key management for media, whether individual or group related. It is for example in charge of key distribution.

The PTT SERVICES function contains the main logic for the MCPTT function and interacts with the other functional entities and the MCPTT client (through the proxy and gateway functions) for the provision of the MCPTT services. It is responsible for call control, routing, timer management, resource control, including priority management, queuing and pre-emption, configuration and settings management, floor arbitration logic, etc.
Northbound and East bound CN GWs have a similar architecture as southbound CN GW towards another MCPTT application or an IMS core, respectively.

EN: Actual routing of media through an IMS core towards a MCPTT client is FFS.

*** NEXT MODIFICATION ***
5.2.2.3
Impact on Existing Entities and Interfaces

Some minor enhancements of Gm (Gm*) and consequently of P-CSCF may be required, for example:
-
Additional transports

-
Additional authentication and encryption algorithms
-
Management of specific URNs for routing of emergency calls
-
Support of end-to-end encrypted media in SDP bodies
*** NEXT MODIFICATION ***
5.3.1.1
Functional Description

The solution described in this clause assumes that basic On Network operation is supported with a centralised MCPTT server, as illustrated in Figure 5.3.1.1-1 (the nodes that are not expected to be impacted by MCPTT are hidden under a yellowish rectangle).
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Figure 5.3.1.1-1: High level architecture view for MCPTT On Network and MCPTT UE to Network Relay
The following assumptions apply for UEs that are directly connected to the network (e.g. UE-2 in Figure 5.3.1.1-1):

-
UEs are provided access to the MCPTT service by communicating with the MCPTT server via GC1. This operation is referred to as MCPTT On Network operation.

-
The MCPTT server is a specific instantiation of the generic GCSE application server described in TS 23.468 [3].

-
GC1 is based on the SIP protocol for session control. Additional protocols may be used for centralised floor control or for UE configuration.

-
The MCPTT service may be provided as IMS service or non-IMS (but SIP-based) service.

-
When provided via the IMS, the MCPTT server is an IMS Application Server (AS).

-
The MCPTT server performs control of SIP sessions (establishment, release, etc.) as well as centralised floor control for MCPTT.

In reference to Figure 5.3.1.1-1, UE-1 is out of network coverage, but within the transmission range of a ProSe UE to Network Relay (UE-R). UE-1 obtains MCPTT service via the relay (UE-R). This operation is referred to as UE to Network Relay Operation (MCPTT UE-NRO).

The solution for MCPTT NMO-R described in this clause has the following salient features:

-
MCPTT UE-NRO, similar to MCPTT On Network, relies on a centralised architecture where the MCPTT service is provided via the MCPTT server residing in the network.



-
The ProSe UE to Network Relay further includes an MCPTT-specific Application Level Gateway (ALG) function referred to as MCPTT proxy including the following functionality:

-
SIP Back-to-Back User Agent (B2BUA) in the signalling path.

-
Network Address Translator (NAT) and/or RTP/RTCP convertor in the user plane.

-
Support for a SIP-based interface GC1-bis towards the Remote UE (UE-1).

-
Capability to provide access to Remote UEs to the IMS/SIP network based on successful access level authentication, i.e. by acting as a trusted node towards the IMS/SIP, similar to the operation of Trusted Node Authentication (TNA; see TS 33.203 [7]). This includes the capability to multiplex SIP signalling messages stemming from multiple Remote UEs on the same Gm transport.
-
The ProSe UE-Network Relay (including the MCPTT proxy) is an ALG relay (or "layer-7 relay"). The MCPTT proxy being on the SIP signalling path between the Remote UE and the MCPTT server, the MCPTT proxy is able to monitor and/or modify the SIP signalling messages, as well as perform authorisation on a per MCPTT group or per user basis. In the user plane the MCPTT proxy is able to decouple the data delivery formats used on Uu and on PC5.

NOTE 1:
The PC5 aspects (e.g. relay discovery, PC5-layer authentication, layer-2 link establishment over PC5, IP address/prefix assignment) of the Relay are described in TR 23.713 [6]. The present document focuses primarily on GC1 and GC1-bis aspects.

NOTE 2:
The MCPTT proxy function in the Relay is able to read and modify SIP signalling messages of unaffiliated MCPTT users (although unable to read user plane data) which allows the Relay to perform functions such as switching from unicast Uu to multicast PC5 or vice versa, or authorising Remote UE requests on per MCPTT group or per user basis. In scenarios where the ability of MCPTT to read SIP signalling of unaffiliated users may pose security threats the MCPTT proxy functionality is not used i.e. a Layer-3 relay is used instead.

Editor’s note:
It is FFS how the Relay determines whether to act as Layer-3 or ALG relay.
Editor’s note:
It is FFS whether there is a Stage 1 requirement for the Relay to be able to perform authorisation on per MCPTT group or per user basis.

Editor’s note:
It is FFS whether the Relay needs to support ALG functions for other protocols (e.g. HTTP proxy).

*** NEXT MODIFICATION ***
5.3.2.1
Functional Description

The solution described in this clause assumes that basic Network Mode Operation (NMO) is supported with a centralised MCPTT server, as illustrated in Figure 5.3.2.1-1 (the nodes that are not expected to be impacted by MCPTT are hidden under a yellowish rectangle).
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Figure 5.3.2.1-1: High level architecture view for MCPTT NMO and MCPTT NMO-R

The following assumptions apply for UEs that are directly connected to the network (e.g. UE-2 in Figure 5.3.2.1-1):

-
UEs are provided access to the MCPTT service by communicating with the MCPTT server via GC1. This operation is referred to as MCPTT Network Mode Operation (MCPTT NMO).

-
The MCPTT server is a specific instantiation of the generic GCSE application server described in TS 23.468 [3].

-
GC1 is based on the SIP protocol for session control. Additional protocols may be used for centralised floor control or for UE configuration.

-
The MCPTT service may be provided as IMS service or non-IMS (but SIP-based) service
.

-
When provided via the IMS, the MCPTT server is an IMS Application Server (AS).

-
The MCPTT server performs control of SIP sessions (establishment, release, etc.) as well as centralised floor control for MCPTT.

In reference to Figure 5.3.2.1-1, UE-1 is out of network coverage, but within the transmission range of a ProSe UE-Network Relay (UE-R). UE-1 obtains MCPTT service via the relay (UE-R). This operation is referred to as Network Mode Operation via Relay (MCPTT NMO-R).

The solution for MCPTT NMO-R described in this clause has the following salient features:

-
MCPTT NMO-R, similar to MCPTT NMO, relies on a centralised architecture where the MCPTT service is provided via the MCPTT server residing in the network.

-
The ProSe UE-Network Relay (in absence of the MCPTT proxy) is a layer-3 relay (i.e. an IP router). It provides basic IP connectivity to the Remote UE (UE-1).

NOTE 1:
The PC5 aspects (e.g. relay discovery, PC5-layer authentication, layer-2 link establishment over PC5, IP address/prefix assignment) of the Relay are described in TR 23.713 [6]. The present document focuses primarily on GC1 aspects.

Editor’s note:
It is FFS if there is necessary requirement to implement more function than a layer 3 relay, e.g. MCPTT proxy to be able to monitor and read SIP signalling message..
Editor’s note : Relay discovery among a group member only mechanism to perform authorization on per group or per user basis is defined in SA2.
*** NEXT MODIFICATION ***
5.3.2.2.2
 Registration for MCPTT service

Depicted in Figure 5.3.2.2.2-1 is the call flow where Remote UE registers for MCPTT service via an MCPTT proxy. When the MCPTT service is provided via the IMS, Figure 5.3.2.2.2-1 also includes a P-CSCF and S-CSCF (not shown for simplicity).
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Figure 5.3.2.2.2-1: Registration for MCPTT service via layer3 relay 
1.
The ProSe UE-Network Relay performs initial E-UTRAN Attach (if not already attached) and/or establishes a PDN connection for relaying (if no appropriate PDN connection for this relaying exists). In case of IPv6, the ProSe UE-Network Relay obtains a IPv6 prefix via a prefix delegation function from the network as defined in TS 23.401 [11]
2.
The Remote UE (UE-1) performs ProSe UE-Network Relay discovery over PC5 and establishes a secure layer-2 link with the Relay (UE-R) over PC5. As part of this process, the Remote UE is mutually authenticated at PC5 layer with either the Relay or with the network (depending on the SA3 decision for security). In the process UE-1 is also assigned an IP address/prefix by the Relay.

NOTE 1:
Step 2 is described in TR 23.713 [6].
NOTE 2: Relay discovery among a group member only mechanism to perform authorization on per group or per user basis is defined in SA2.
3:
From this point on the relay inserts an NAT (IP router) function. UE-R transparently forwards all the signalling and data above the IP layer.
4.0 UE-1 may need to get the IP address of the P-SCSF from UE-R over PC5 in case of IMS.
Editor note: It is FFS how UE-1 can get the address of MCPTT AS, if non-IMS is support. 
4.1
UE-1 initiates registration for MCPTT service by sending a SIP REGISTER message over PC5.

The relay transparently forwards the SIP REGISTER message over the PDN connection for relaying.
4.2
The Remote UE’s user (UE-1’s user) and the network mutually authenticate and agree common key material. Note that the HSS may or may not be involved in this step, depending on the ownership of the application-level profile of the Remote UE’s user.

4.3
The SIP 200 OK message completes the UE-1 registration for MCPTT service.

5.
At this point the authentication of the Remote UE’s user with the network is complete and a secure association (SA-1) is established between UE-1 and the P-CSCF (or the MCPTT server). 

*** NEXT MODIFICATION ***
5.3.2.2.3
Establishment of MCPTT session

Depicted in Figure 5.3.2.2.3-1 is the call flow where Remote UE requests establishment of MCPTT session (e.g. joining an MCPTT group). When the MCPTT service is provided via the IMS, Figure 5.3.2.2.3-1 also includes a P-CSCF (not shown for simplicity).
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Figure 5.3.2.2.3-1: Establishment of MCPTT session
0.
At the beginning of this call flow UE-1 has an established secure association with the network as described in clause 5.3.2.2.2.
1.
In order to join an MCPTT group, UE-1 sends a SIP INVITE (MCPTT Group ID) message. MCPTT Group ID is a SIP URI that uniquely identifies a group of MCPTT users (e.g. fire.brigade75@firstresponder.com).
 Notes: SIP invite message may contain a E-UTRAN Cell ID which is retrieved from the relay UE according to the mechanism defined in clause 7.2.2.3 of TR23.713 [6]. 
2  The UE-R is not able to inspect the SIP INVITE message and just transparently forwards it towards the MCPTT server.
3.
The MCPTT server accepts the request by sending a SIP 200 OK message towards UE-1.

3a.
Based on the number of UEs in the cell, the MCPTT server requests establishment of an eMBMS bearer in the cell.

3b.
 The MCPTT server sends a SIP INFO message to every Remote UE or in coverage UE that has established a session for the requested MCPTT group ID. The SIP INFO message sent to the Remote UEs may contain the associated eMBMS master session key used for encryption of data payload sent over the eMBMS bearer. The master session key is conveyed to the Remote UE encrypted, so that the Relay UE is unable to utilise it..
The SIP INFO message is transparently forwarded by relay UE to the Remote UE. 
5d ~5e. Remote UE sends the 200 OK message, which is forwarded by the relay UE to the MCPTT server.
6a. The remote UE sends to the relay UE-R a TMGI Monitoring Request (TMGI) where TMGI is the value obtained at step 5.
6b. At this point, UE-R has the choice of using unicast or multicast on PC5. And it will send the PC5 bearer info (Prose layer- 2 group ID for multicast or unicast) in the Monitoring Response message.
7.
At this point the Relay UE may tune to the eMBMS bearer, but it will not be able to decrypt the user data sent on the eMBMS bearer if it is not part of the MCPTT group.

8.
The Remote UE is prepared to receive data associated with the MCPTT group identified by a Group ID which may be delivered over PC5 in either unicast mode or in multicast mode using the ProSe Layer-2 Group ID signalled in step 6e.
*** NEXT MODIFICATION ***
5.4.1.1.1
Functional Description
Group Call Participants Discovery may be needed to let each group call participant know which group member will participate in a group call. The solution described in the clause is to use group call setup to implement the above requirement. 
The solution described in this clause assumes that the group call originating User (caller User) works as a group call controller. 

This solution can cover all DMO/DMO-R scenarios as the following illustrate:
[image: image1.emf]MCPTT operator

Home 

network operator

Roamed-to 

network operator

Service 

arrangement

Roaming 

agreement

MCPTT

user

Subscription 

arrangement

User

configuration

[image: image16.png]Speech, Originate or
other message i T
L Ack T -—
N + Ack +—
. | Relay
Request
L Relay
Response
Relay 1
1 d
Response T_
l | Relay
Accept
Speech, Originate or
other message r T
l Relay o
(D message) T_
+ <+ Ack
l Relay o
(H Ack)




[image: image17.png]No ongoing communication

o 6 @

Originate & own ID & Originate & own ID &
—3—  Priority & speech » Priority & speech $————9—
# Group ID # Group ID
Ack, own ID, Orig B; #
G ID i E-
Elip L Ack, own ID, Orig F; # i 4 4

Collide, own ID, Orig
- -+

B, Orig F; # Group ID

Group ID








The solution for MCPTT DMO-R/DMO described in this clause has the following salient features:
i) The caller user originating a group call is called a MCPTT group call controller 
ii) The caller user broadcasts the Group call setup request message to the group in a way similar to the 1:m prose communication defined in rel12.

ii) The caller user performs Floor Control for the group call.
ii) The caller user receives voice/data from each speaker and relays the voice/data to other members. 
i) The callee user who able to see the call originator (caller user) can work as layer 3 UE-UE relay for the callee user who not able to see the call originator (caller user).
ii) Routing the signaling and data for the group call to/from the callee user who is not able to see the call originator.
ii) The callee user who is able to see the call originator broadcasts theCall accept Feedback message to the group.
ii) The callee user who is not able to see the call originator will choose the relay according to the Call Accept Feedback message.
*** NEXT MODIFICATION ***
5.4.1.1.2.2
MCPTT Group communication setup

Outlined in Figure 5.4.1.1.2.2-1 are the control plane procedures for MCPTT Group communication establishment for both DMO/DMO-R cases.
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Figure 5.4.1.1.2.2-1: DMO/DMO-R group call establishment

1. The UE1 originating a group call serves as the MCPTT group call controller. 

2. The UE1 will broadcast the Group Call Request message to the group. This message can be sent in a way similar to the 1:m prose communication defined in rel12. This message contains the following information: application layer MCPTT group ID, ID/name of the caller User. 
3.  UE2 and UE3 are UEs who can directly receive the message from call originator UE1. They know the group call is originated by UE1 after reading the Group Call Request message. Then they can decide to join.
4. UE2 and UE3 broadcast Group Call Accept message to the group. The 200 Ok is also sent in a way similar to the 1:m prose communication defined in Rel12.
5. UE4 is one of the UEs who are not able to directly hear call originator UE1. Assuming it can receive the Group Call Accept Feedback from one or other UEs like UE2 and UE3, it then knows that someone has initiated a group call from the Group Call Accept.
6~7. UE4 will select one UE (UE2 or UE3) as a UE3-UE1 Relay. The Relay (assuming UE2) can forward the Group Call Request message to UE4 after the relay connection is setup.
8. UE4 will send Group Call Accept Message through UE3-UE1 Relay (assuming UE2). 
The UE2 works as an IP router and transparently forwards the Group Call Accept to UE1.
9~13. UE1 sends the ACK message to all feedback users directly or through a relay.
14~ 16. As the controlling server, the call originator UE performs floor control function.
17~18. The UE1, receives all the data from speakers and forwards that to the other UEs.
*** NEXT MODIFICATION ***
5.6.1.1.3
Assumptions

It is assumed that lower layers provide packet delivery where;

· Communications for different MCPTT groups are not received at this application layer

· Communications for different MCPTT groups do not collide and interfere with this group

· All devices within this MCPTT group have a means to synchronise with and receive communications for this group (subject to range).

· There is one defined set of resources that will be used for the talker. This will have a periodicity and the number of resource opportunities used depends on the quantity of speech to be sent in the relevant period.

· There is also a defined set of resources used for signalling these could be a part of the same defined allocation for speech but numbered backwards from the resources least likely to be used for speech.

· All user communication is considered group based, preconfigured and encrypted to be decoded only by members of that group. Devices could be members of more than one group, in which case they could listen in to more than one group communication. There could also be a specific “all listen” group.

· Communications may not be received so this should not result in catastrophic failure. If the communication was not important (e.g. some ACKs) then no action is taken. If more important communication does not get acted upon (e.g. Capture Request from a higher priority user, relay request…) then the message is resent.

Packet scheduling, collision avoidance etc. are not specifically the subject of this proposal. There may be multiple communications for different groups taking place simultaneously on different resources. This proposal assumes each group independently manages their own MCPTT group communications. Some measure of intergroup coordination would be required, in synergy with the ProSe aspects of direct communication (synchronisation, resource reservation/allocation/adoption etc.).

In the case of relay activity, the relaying UE will receive on one set of resources and relay transmit on another set of resources at the same time periodicity so design of the resource allocation will have to consider relay, quantity, type and activity. It would be ideal if knowledge of one set of resources also identified the other sets of resources to be used, for example in a time division fashion. The specifics of relay activity are FFS.
*** NEXT MODIFICATION ***
5.6.1.1.4.2
Ongoing communication

Once a user has successfully started a communication, subsequent packets are sent with an incrementing count value.

When there is no speech content but the user continues to hold the button (word gaps etc.) a silence descriptor may be sent instead of speech. After the first silence descriptor has been sent, the gap between packets could be extended to a time Ts before a new silence descriptor must be sent. This is used for other devices to confirm that they can continue to receive communication.

Some way to limit ACKs for a busy channel may be useful, perhaps if there is plenty of signal strength and seeing multiple other ACKs then UEs selectively decline to ACK. A time limit to not ACK would be required, also some measure of busyness. i.e. only decline to ACK if less than time T between successive group transmissions because there should be no opportunity for the active UE to refuse communication because there are no receiving users.

Priority marks the continuing communication. UE with higher Priority (perhaps emergency, supervisor…) can interrupt although the action for all other UEs requesting the floor is through essentially the same Action in support of Seconds mechanism in 5.6.1.1.4.5.

It would be possible to impose a limited time period for holding on to the floor. This time could also be reduced if more Capture Requests (see later paragraph) are received because it is an indication that other users have something to say. The remaining time counter could be sent by the sending UE so that other devices can know how close the floor control is to expiry.

If a UE receives a packet out of order (basically it has missed a packet) it may send an ACK but no action is taken to recover the lost packet. This could however be taken as a reason to investigate a relay opportunity.

If a UE stops receiving packets of a communication, does not receive a Release but does receive ACKs it may investigate a relay opportunity.

Orderly release is assumed by the Originator sending a Release message, either as a result of higher priority interruption or time out of floor timer or user releases floor (by releasing button). Release is the subject of paragraph 5.6.1.1.4.4. 

If a UE stops receiving packets of a communication and does not receive a Release nor any continuing ACKs it may assume floor release for any group or sub-group within range.

*** NEXT MODIFICATION ***
5.6.1.1.4.6
Contention Resolution



[image: image15]
A race condition/collision will occur when two users press to transmit at the same time. Some UEs will see one transmission, some will see the other. When those UE send ACK at distributed time intervals it is most likely that some UE will see ACK for two different Orig ID and so can detect a collision has occurred.

A Collide message could be sent when one device sees ACKs for more than one user in the group (ACKs containing different Orig IDs).

Collide, when received by the originating devices, causes both setups to fail – wait a random time x priority level (assuming lower priority value means higher priority) and try again. Any other device seeing a Collide message cannot start a new communication for Random Time Max. An alternative may be for the UE detecting the collision to arbitrate when one sending UE has higher priority than the other.

*** NEXT MODIFICATION ***
5.7.1.1.2.1
Call related messages

The basic assumption used in the following clauses is that at least one broadcast bearer has been setup at least for media when several hundreds of users are concentrated in a given cell or at least MBSFN area. In order to be able to setup a call to these users without delay, the setup shall not be transported to these users using a unicast transport, i.e. several hundreds of downlink messages followed by another several hundreds of uplink messages carrying an acknowledgement. The SETUP shall thus be broadcast and repeated several times in order to compensate for the lack of an explicit acknowledgement. This message shall be the equivalent of an initial “INVITE” message and carry similar information as detailed in the following clauses.

Other call related messages shall also be broadcast for the same reasons as those described above, i.e. in-call session modification messages (equivalent to re-INVITE or UPDATE) used for example for codec modification or media addition or deletion, and RELEASE message to end a call (equivalent to a BYE) message. All these messages shall also be repeated. Upstream signalling messages (e.g., SIP) from the UE to the MCPTT server shall be correlated to the group call identified in the SETUP and subsequent messages broadcast in the downstream direction.  This presumes that UEs setup a unicast bearer to the MCPTT server in order to be able to send media to the server.
Note: Several configurations may be supported for the relation between TMGI and group. It is possible to have one TMGI par group, in which case the UE after subscription to the group will monitor the corresponding TMGIs to look for a SETUP message when required. It is also possible to have several groups multiplexed on a single TMTGI carrying also the SETUPs for all the groups multiplexed on this TMGI. It is finally possible to have one (or more) TMGI(s) dedicated to signalling only and separate TMGI for media, whether multiplexed or not. These various configurations do not influence the need for broadcast group signalling.

*** NEXT MODIFICATION ***
5.7.1.1.2
Content of broadcast messages

The SETUP message shall contain the “useful” information of the corresponding INVITE and SDP body:

· The identity of the calling party

· The identity of the group

· Call identifier (as several calls to the same group may co-exist)

· Priority information

· SDP session information, e.g. SSRC or the (S)RTP flow

· Codec information

· Encryption information

· Initial floor control information, for example, broadcast without the right to request the floor (System call) 

· Optionally, TMGI carrying the media if not the same as the one carrying the call related message

Note: In this clause, SDP is used in a declarative mode, not in an offer/answer mode.

Based on this information, the UE shall be able to setup a unicast bearer to receive the same session in the case where the eMBMS bearer would be lost due to radio conditions or migration and to enable upstream transmission of media.

The UPDATE message shall have a similar content with only the modified elements compared to the SETUP message, which may also for example include the group identity itself as it may change in the case of group merging (Group Regroup).

The RELEASE message contains only the call identification information to ensure the release of the right session in case of multiple simultaneous sessions.

The CEASED message shall contain at least the following information:

· Identity of the user ceasing transmission

· SDP session information to identify the relevant session

· Authorisation to request the floor

The GRANTED and INTERRUPT message shall contain at least the following information:

· Identity of the granted user

· SDP session information to identify the relevant session

· Authorisation to request the floor

· Priority

Additionally, the INTERRUPT message shall also contain additional information to identify the flow containing the overridden flow in the case where loosing audio is supported.

Figure 5.1.3.1.2-1: Establishing Relay Links
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Scenario 1: All users can directly connect to each other/DMO








 Scenario 3: Some of users can directly connect to each other, no central relay exists /DMO-R
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 Scenario 2: All users connect through a central relay/DMO-R








Figure 5.6.1.1.4.6-1: Dealing with an Origination race condition








�This is already in 21.905.


�This entity should be defined in the architecture and the interface from it to the Home MCPTT AS needs to be specified.





Is there only one such entity that forwards to each home MCPTT AS or is there one such entity per home MCPTT AS for duplication and forwarding purposes?


�It appears that the previous requirement is in conflict with this hard requirement and these two need to be reconciled.


�This requirement appears to be in conflict with the previous requirement and they should be reconciled.


�If the Stage 1 requirements are wrong they should be changed, otherwise, we should follow them.  There should not be an “option” to follow those requirements.


�This statement has nothing to do with the MCPTT DMO-R solution and should be removed.


�The name of the functional entity in the diagram and in the text should be aligned.


�This is irrelevant from an MCPTT perspective and should be removed.


�What is the relevance of an ProSe UE-to-Network relay that does not provide any MCPTT-specific functionality?


�The diagram implies that the MCPTT is an IMS AS.  The diagram should be updated to remove IMS for consistency with the text.
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