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Abstract: <provide a short description of the content> This contribution explores the off network operational environment for MCPTT and how that will affect the approach to floor control. Finally it proposes text to incorporate into the MCPTT stage 2 description as a conceptual basis for protocol logic for floor control in MCPTT off network
It is proposed that the following text is incorporated into 3GPP 23.779.
1 Candidate Solutions

…

1.a Solution x; Limited Precedence Based; Off Network Floor Control

1.a.1 Dynamic nature of communication off-network

For groups of users communicating with one another using MCPTT over a direct device to device communication path such as ProSe D2D all connections will be dominated by the dynamic nature of the communication links in terms of:

· losing packets

· losing communication

· changing connection relationships between individual UEs constituting the group.
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Figure 1 shows a group of users who may require to be engaged in a single Direct Device to Device MCPTT group where each member talks to and hears each other member. In this case there is one user (in red) who can see all other users but that must not be assumed. Generally some users can see several others but not the whole community. These users will move and so the exact communication links are likely to come and go in a dynamic manner. Furthermore individuals and separate groups could move into overlapping coverage and wish to join the main group.

Due to the dynamic nature of the links it would be better to avoid an off network floor control approach that relies on state and signalling messages to establish changes of state. For example, when first requesting the floor (with no ongoing talker) if it is essential for the floor control message to be received by other participating users then whatever steps are taken to protect and repeat this message there is always a situation where a new user comes into coverage just after the last repeat of the message has been sent. A robust protocol must adapt to this connection dynamic. Furthermore, when a communication stops, there should be a minimum delay before a new user can take the floor. An orderly release should be done if at all possible but in cases where this fails the protocol must be robust enough to start a new communication quickly and effectively. All of this suggests that, although a layered architecture will be needed for some aspects, the application layer will need to be rather simple and take actions according to possible scenarios experienced at the physical layer.
1.a.2 Philosophy

· Utilise the inherent one to many nature of Rel 12 ProSe Direct Comms where possible.

· Take account of scenarios presented by the dynamic nature of the communication paths and the chance of missed packets

· Off Network floor control should include limited precedence based control.  That is, except for floor release, the UE that transmitted last time has the authority to transmit this time.

· Floor control override is a priority facility to cause a transmitting UE to defer to a higher priority and release.

· Reciprocity of communication is normal but not assumed. For example if UE A can receive UE B, then UE B can receive UE A, UE C transmission is only likely to interfere with reception at UE D if UE C can receive transmissions from UE D …

1.a.3 Assumptions

It is assumed that lower layers provide packet delivery where;

· Communications for different MCPTT groups are not received at this application layer

· Communications for different MCPTT groups do not collide and interfere with this group

· All devices within this MCPTT group have a means to synchronise with and receive communications for this group (subject to range).

· There is one defined set of resources that will be used for the talker. This will have a periodicity and the number of resource opportunities used depends on the quantity of speech to be sent in the relevant period.

· There is also a defined set of resources used for signalling these could be a part of the same defined allocation for speech but numbered backwards from the resources least likely to be used for speech.

· All user communication is considered group based, preconfigured and encrypted to be decoded only by members of that group. Devices could be members of more than one group, in which case they could listen in to more than one group communication. There could also be a specific “all listen” group.

· Communications may not be received so this should not result in catastrophic failure. If the communication was not important (e.g. some ACKs) then no action is taken. If more important communication does not get acted upon (e.g. Capture Request from a higher priority user, relay request…) then the message is resent.

Packet scheduling, collision avoidance etc. are not specifically the subject of this proposal. There may be multiple communications for different groups taking place simultaneously on different resources. This proposal assumes each group independently manages their own MCPTT group communications. Some measure of intergroup coordination would be required, in synergy with the ProSe aspects of direct communication (synchronisation, resource reservation/allocation/adoption etc.).

In the case of relay activity, the relaying UE will receive on one set of resources and relay transmit on another set of resources at the same time periodicity so design of the resource allocation will have to consider relay, quantity, type and activity. It would be ideal if knowledge of one set of resources also identified the other sets of resources to be used, for example in a time division fashion. The specifics of relay activity is not dealt with in this contribution.
1.a.4 Functional Description

In Off Network mode connections will be dynamic and not all UE will be able to see all other UE. Table 1 shows which UEs can communicate with which other UEs for the purpose of the examples in this section.
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Table 1: Mapping example for which UEs can communicate with which other UEs

1.a.4.1 Initial communication

The purpose of this section is to explore some of the opportunities and constraints for setting up of communication for the first time.
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Start of communication: May be on request to speak but could be any other type of message supported (e.g. keep alive).

Message: Originate

UE D scans the pre-allocated resources to ensure that no other user in range is using them.

UE D sends initial request (Originate) – UE A-G receive this directly but UE H does not.

The Originate message indication or Start indication could be a count value 0 to identify the start of a new communication. Count may be required to better support ongoing communications.

The Originate message includes an identity for the sending device (OwnID).

The Originate message includes the priority of the talking user (Priority).

The Originate message could contain the first speech to be sent or it could be a periodic set of user information such as location, security/encryption sync etc.
All messages are coded with the group ID so that only group members receive the communications intended for the group.

Message: Ack

Editors Note: Message names, and especially Ack are simply indicative names and are not intended to convey any purpose or function beyond what is described in this proposal.
UE A-G send ACK. UEs can only decode messages intended for their own group and so are only sending ACKs to communications from their own group.

Originating UE can be configured to only continue if there are some or some specific UE that send ACK.

ACKs are sent in the pre-configured resource opportunities at a random delay relative to the received communication to minimise collisions. Some collisions should be assumed and catered for.

The Ack message includes an identity for the sending device (OwnID).

The Ack message includes the identity of the device sending the original message being Acked (OrigID).

Some UE will receive ACK from some but not all other UE – Each UE could record who they can see for relay routing purposes. Received Ack table entries could be erased over time and/or over a number of Ack opportunities where no Ack is received for the specific UE. This would have to take account of Acks not being persistently sent.

Transmissions that have occurred but were not received are lost (there is no re-transmission, other than pre-decided relay transmission) so “floor control” state cannot rely on receipt of the first transmission (Originate). It is appropriate to scan for received transmissions (traffic or ACKs) before a UE makes its own transmission so any transmission sent is considered by other devices as a floor seize for the next transmission opportunity unless that transmission was a specific release.

It is possible that two UE could attempt a first communication at the same opportunity and their transmissions will collide. In this case it is most likely that some UE will receive one transmission, some will receive another and some may be unable to read either message. In this case, the time spread ACKs will help identify the situation because some UE will see ACKs for two different OrigIDs. This can be used to help recover from the problem as described in section 5.x.1.6 Contention Resolution. This action results in a Collide Indication message being sent.

For the originating UE, if at least one ACK is received and no COLLIDE Indications are received UE D assumes control of the floor and continues sending packets as required. Optionally the system could be configured for the UE to continue sending packets even if no Acks are received.
Editor’s note: The use of Acks could be optional for the purpose of floor control. Absence of Acks could have a consequence for Application Level Relay but in that case a different message could be sent (in place of the Ack) but with the express purpose to indicate that a communication is happening and the UE is prepared to relay if required.
Editor’s note: It may be that lower layers provide feedback indication for messages being received in which case the Ack is not required except as mentioned above for the support of relay.
In this example, UE H sees ACKs from several UE but not the origination. This could be used for UE H to investigate a relay opportunity.

1.a.4.2 Ongoing communication

Once a user has successfully started a communication, subsequent packets are sent with an incrementing count value.

When there is no speech content but the user continues to hold the button (word gaps etc.) a silence descriptor may be sent instead of speech. After the first silence descriptor has been sent, the gap between packets could be extended to a time Ts before a new silence descriptor must be sent. This is used for other devices to confirm that they can continue to receive communication.

Some way to limit ACKs for a busy channel may be useful, perhaps if plenty of signal strength and seeing multiple other ACKs then UEs selectively decline to ACK. A time limit to not ACK would be required, also some measure of busyness. i.e. only decline to ACK if less than time T between successive group transmissions because there should be no opportunity for the active UE to refuse communication because there are no receiving users.

Priority marks the continuing communication. UE with higher Priority (perhaps emergency, supervisor…) can interrupt although the action for all other UEs requesting the floor is through essentially the same Action in support of Seconds mechanism in 5.x.1.5.

It would be possible to impose a limited time period for holding on to the floor. This time could also be reduced if more Capture Requests (see later paragraph) are received because it is an indication that other users have something to say. The remaining time counter could be sent by the sending UE so that other devices can know how close the floor control is to expiry.

If a UE receives a packet out of order (basically it has missed a packet) it may send an ACK but no action is taken to recover the lost packet. This could however be taken as a reason to investigate a relay opportunity.

If a UE stops receiving packets of a communication, does not receive a Release but does receive ACKs it may investigate a relay opportunity.

Orderly release is assumed by Originator sending a Release message, either as a result of higher priority interruption or time out of floor timer or user releases floor (by releasing button). Release is the subject of paragraph 5.x.1.4. 
If a UE stops receiving packets of a communication and does not receive a Release nor any continuing ACKs it may assume floor release for any group or sub-group within range.
1.a.4.3 Late Joining

A late joining UE will receive ongoing communication packets (or it may just see ACKs).

The late joining UE only needs to commence sending ACKs as for other UE so that it effectively joins the communication.

If the late joining UE only receives ACKs and not the original stream (or it receives already relayed) communication, it may investigate a relay opportunity. To support joining an already relayed communication a new UE should announce itself to the relay.

1.a.4.4 Ending a communication

When a UE decides to stop sending a communication it sends a Release with its Orig ID. If the UE has a list of “second” users it sends the ordered list. Up to [three] IDs can be in the list.

If a UE currently sending a communication receives a Capture Request (see 5.x.1.5) from a higher priority user it immediately adds that user to its “second” list, forms the Release message and sends Release with the seconds list attached.

UEs that receive no active communication, no ACK and no successful relay for Ts assume Release with no list of seconds.

1.a.4.5 Action in support of Seconds

Receiving users pressing [and holding] the request button whilst a communication is ongoing will cause the UE to send a Capture Request with their ID. Capture requests (as for any other messages) are relayed by UEs that consider themselves relaying for the UE sending the capture request.

A capture request can be cancelled by a subsequent release.

The UE engaged in active communication that receives a Capture Request from a same or lower priority user adds the ID of this user to a “List of Seconds”, ordered first by priority and second by time of first arrival. When the active UE releases, the release message can indicate the list of seconds i.e. the nominated second, third…

If the UE receives a Capture Request from a higher priority user then it adds the user to the list as before (this user will be top) and immediately compiles the Release message and sends it (in the next opportunity). 
Editors note: The priority aspect of the Capture request could include inherent priority, Emergency and Imminent Peril.
After sending a Release message the UE ceases to control the floor.
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When the UE sending its communication ends and sends a Release, any UE that has an active capture request outstanding (or any that has not sent a Capture Request but does now want the floor) will read the list of seconds:

· If its ID is first in the list it will confirm to the user and take the floor, establishing a new communication.

· If its ID is in the list but not first it will wait time D for each ID in the list above its own ID to see if a higher priority UE takes the floor. If the xD time expires the UE sends its Originate and begins its communication. 

· If a new communication starts for the group, all outstanding Capture requests are considered terminated but any UE that did send a capture request may send another Capture request at expiry of its xD time.

· If its ID is not in the list the UE considers its Capture Request closed. It waits D x the number of IDs in the list before making any Originate or Capture request as does any other UE that has not previously attempted to gain the floor.
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If a higher priority user has sent a Capture Request and the transmitting UE has not Released it re-sends the Capture Request.

1.a.4.6 Contention Resolution
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A race condition/collision will occur when two users press to transmit at the same time. Some UEs will see one transmission, some will see the other. When those UE send ACK at distributed time intervals it is most likely that some UE will see ACK for two different Orig ID and so can detect a collision has occurred.

A Collide message could be sent when one device sees ACKs for more than one user in the group (ACKs containing different Orig IDs).

Collide, when received by the originating devices causes both setups to fail – wait a random time x priority level (assuming lower priority value means higher priority) and try again. Any other device seeing a Collide message cannot start a new communication for Random Time Max. An alternative may be for the UE detecting the collision to arbitrate when one sending UE has higher priority than the other.

1.a.4.7 For Further Study

Joining two subsets of a group. Initial thoughts are that if at least one group is passive the normal procedures described above will work to join the two groups together. If both groups are active then the Collide approach may be sufficient to recover the two groups into one. 

Further consideration for Collide to investigate possible failure modes

Action for a high priority UE when the user presses send at the same moment a Release with Seconds has been sent.

Figure � SEQ Figure \* ARABIC �1�: Example group of devices including effective communication range
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Figure � SEQ Figure \* ARABIC �2�: Initial Communication





Figure � SEQ Figure \* ARABIC �3�: Action on receipt of Capture Request





Figure � SEQ Figure \* ARABIC �4�: Action after Release with a Second List (Overriding/Overridden talker)





Figure � SEQ Figure \* ARABIC �5�: Dealing with an Origination race condition








[image: image22.png]No ongoing communication

o 6 @

Originate & own ID & Originate & own ID &
—3—  Priority & speech » Priority & speech $————9—
# Group ID # Group ID
Ack, own ID, Orig B; #
G ID i E-
Elip L Ack, own ID, Orig F; # i 4 4

Collide, own ID, Orig
- -+

B, Orig F; # Group ID

Group ID




[image: image23.png]O © 0 6

UE D sends Release,
own ID, List of — IR -~
Originate & own ID & Seconds (B; A; )
——— % Priority & speech & l -—
# Group ID
Originate & own ID &
E— L 4 A d r—
Priority & speech
# Group ID
Originate & own ID &
Priority & speech
— » A 4 —
# Group ID

— d  d Any other UE can start + <+




[image: image24.png]©O 606 06 6 © 0O

UE Dis in active

communication T T '
Lower priority UE A sends
B 4 * -~
Capture Request, own ID,
Priority, Orig ID; # Group ID UE D adds A to
Second List; carries
on comms

Lower P UE E sends
Capture Request,
own ID, Priority, Orig
ID; # Group ID

UE D adds E to
Second List; carries

Higher priority UE B on comms
sends Capture
— ¥ request,ownlID, ¥ + \
Priority, Orig ID; #
Group ID UE D sends Release,
own ID, List of
Seconds (B is highest, —# »> —

Ajis higher than E
unless E is higher
priority than A)




[image: image25.png]© 0

No ongoing communication
1
Originate & own ID &
Priority & speech ¥ ' '\
# Group ID
Ack, own ID, Orig ID;
- -—
#Group ID I Ack, own ID, Orig ID;
— = <+ >~
Ack, own ID, Orig ID; #Group ID
# Group ID B T
L Ack, own ID, Orig ID;
- X # Group ID
| Ack, own ID, Orig ID; i .
#Group ID ! I8 Ack, own ID, Orig ID;
# Group ID




