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Abstract of the contribution: This contribution describes the main deployment scenarios to be considered by MCPTT application. It is proposed to include this description in the MCPTT TR.
1
Introduction

According to the general architectural requirements in TR23.779, some functions of MCPTT AS such as the Group Management Function (GMF) or Public Safety-User Data Function (PS-UDF) may be implemented on a separate node. If implemented in a separate node, MCPTT server needs to retrieve the user data from PS-UDF when performing the function like user registration. And the MCPTT server also needs to retrieve the MCPTT group data from GMF when performing the functions like MCPTT group session establishment. So how to deploy the MCPTT server, GMF, and PS-UDF may impact the solutions of user registration and MCPTT group call setup. This contribution provides some possible deployment scenarios and analyzes how it will impact the user registration solution and also MCPTT group call setup solution.  
2
Discussion 
In some small enterprises, it may only have one MCPTT server, one PS-UDF and one GMF. However, it is more possible that one public safety enterprise have many branches in different graphic area. To have a fast communication, it is possible to deploy at least one MCPTT server in each branch to process the local group call.  
There are three possible ways to manage the user data and group data: 

1) All the user data of the enterprises are managed in a single PS-UDF, and all the MCPTT group data are managed in a single GMF.

 2) Each branch has a local PS-UDF. The data for the users belonging to this branch are managed in this local PD-UDF. And similarly, each branch has a local GMF.

 3) Each branch has one local PS-UDF with the same mapping of the whole enterprise user data, the local PS-UDF are synchronized with each other. 
In the following, it will analyze how it impacts the user registration and MCPTT group call establishment mechanism.
2.1 Single PS_UDF and GMF in a MCPTT service enterprise

In this scenario, there is only one PS-UDF and GMF in a MCPTT service enterprise. And each branch there is local MCPTT server. Each server has the interface to PS-UDF and GMF. Note that, it may have local SIP core implemented by a separated node or in a single node of MCPTT server. To simplify the description, this local SIP is not explicitly showed. Other functions like media resource function entities are not explicitly showed either. 
In this case, when a UE_X moves within a MCPTT service enterprise, it can register to the local MCPTT server since the local MCPTT server can retrieve the user data for this UE-X. And the UE_X can register to any MCPTT server accordingly when it moves to another MCPTT server within one enterprise network. 
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Figure 1 single PS_UDF and GMF in a MCPTT service enterprise
In this deployment case, the registration MCPTT server for each user can be any MCPTT server as red curve shows. This mechanism has the benefit that it may save some delay for the interaction between users and MCPTT server. Note that it does not exclude another possible way that each user has a pre-configured home registration server.

Further, it may impact the mechanism of how to choose a MCPTT server for a group call. 
1) Choose the MCPTT server for a group call according to all the member users’ registration statues (for example, choose the MCPTT server with the most member users registered).

2)  Pre-configuring a dedicated MCPTT server for each group. 
2.2 Data for local users are managed in each local PS_UDF and GMF deployed in each branch of a MCPTT service enterprise

In figure 2, A MCPTT service enterprise deploys a PS-UDF and a GMF per branch. And each branch has its own local MCPTT server. In this deployment case, each MCPTT user has its home location. The corresponding subscription related information stored in its’ home PS_UDF. 
In this case, A MCPTT user needs to register to its home branch MCPTT server when it wants to get the MCPTT service regardless of its current location. The red curves represent the registration procedure of the UE_X whose home location is branch X when it moves to different place.
Notes that the user can connect to it home MCPTT server through EPS level roaming way, or through an application layer roaming.

Further, the MCPTT server for a group call control should also be the home MCPTT server within the home branch. 

Editor note: It is FFS if it has a different mechanism in case that the group contain member users from different branches.
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Figure 2 Single PS_UDF and GMF in each branch
2.3 Other deployment scenario 

In this scenario, there is no home location for any users. In each region, configuration related information, user related information and group related information is shareable. It means that any PS-UDF and GMF stores all user related information and group related information. When a MCPTT UE moves between these graphic regions, it can register to its’ local MCPTT server and get MCPTT service from local MCPTT server. The interfaces between related functions are not represented in figure 3 for simplicity.

This deployment scenario can be used in emergency communication vehicles case.
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Figure 3 Ad hoc deployment scenario
3
Proposal 
It is proposed to add the following text in the MCPTT TR.

Beginning of change

************************************************************************************************
X Deployment Scenarios
X.1 Single PS_UDF and GMF in a MCPTT service enterprise

In this scenario, there is only one PS-UDF and GMF in a MCPTT service enterprise. And each branch there is local MCPTT server. Each server has the interface to PS-UDF and GMF. Note that, it may have local SIP core implemented by a separated node or in a single node of MCPTT server. To simplify the description, this local SIP is not explicitly showed. Other functions like media resource function entities are not explicitly showed either. 

In this case, when an UE_X moves within a MCPTT service enterprise, it can register to the local MCPTT server since the local MCPTT server can retrieve the user data for this UE-X. And the UE_X can register to any MCPTT server accordingly when it moves to another MCPTT server within one enterprise network. 
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Figure 1 single PS_UDF and GMF in a MCPTT service enterprise

In this deployment case, the registration MCPTT server for each user can be any MCPTT server as red curve shows. This mechanism has the benefit that it may save some delay for the interaction between users and MCPTT server. Note that it does not exclude another possible way that each user has a pre-configured home registration server.

Further, it may impact the mechanism of how to choose a MCPTT server for a group call. 

3) Choose the MCPTT server for a group call according to all the member users’ registration statues (for example, choose the MCPTT server with the most member users registered).

4)  Pre-configuring a dedicated MCPTT server for each group. 
X.2 Data for local users are managed in each local PS_UDF and GMF deployed in each branch of a MCPTT service enterprise

In figure 2, A MCPTT service enterprise deploys a PS-UDF and a GMF per branch. And each branch has its own local MCPTT server. In this deployment case, each MCPTT user has its home location. The corresponding subscription related information stored in its’ home PS_UDF. 

In this case, A MCPTT user needs to register to its home branch MCPTT server when it wants to get the MCPTT service regardless of its current location. The red curves represent the registration procedure of the UE_X whose home location is branch X when it moves to different place.

Notes that the user can connect to it home MCPTT server through EPS level roaming way, or through an application layer roaming.

Further, the MCPTT server for a group call control should also be the home MCPTT server within the home branch. 

Editor note: It is FFS if it has a different mechanism in case that the group contain member users from different branches.
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Figure 2 Single PS_UDF and GMF in each branch

X.3Other deployment scenario 

In this scenario, there is no home location for any users. In each region, configuration related information, user related information and group related information is shareable. It means that any PS-UDF and GMF stores all user related information and group related information. When a MCPTT UE is moving between these graphic regions, it can register to its’ local MCPTT server and get MCPTT service from local MCPTT server. The interfaces between related functions are not represented in figure 3 for simplicity.

This deployment scenario can be used in emergency communication vehicles case.
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Figure 3 Ad hoc deployment scenario
************************************************************************************************

End of change
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