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Abstract of the contribution: This contribution discusses system-, application- and IMS-level considerations for service continuity from NMO (Network Mode Operation) to NMO-R (Network Mode Operation via Relay) based on application-level mechanisms.
1
Proposal
MCPTT can operate in four different modes. We believe that it would be beneficial for the future work to define these modes of operation so that candidate solutions can be categorised accordingly. The proposed modes of operation are as follows:

1. Network-mode operation (NMO): MCPTT mode of operation where the UE is served directly by E-UTRAN and uses MCPTT service provided by the network;

2. Network-mode operation via relay (NMO-R): MCPTT mode of operation where the UE is served by a ProSe UE-to-Network Relay and uses MCPTT service provided by the network;

3. Direct-mode operation (DMO): MCPTT mode of operation where the MCPTT service is supported over ProSe Communication paths without network involvement.

4. Direct-mode operation via relay (DMO-R): MCPTT mode of operation where the UE is served by a ProSe UE-to-UE Relay and the MCPTT service is supported over ProSe Communication paths without network involvement.

Stage 1 for ProSe (22.278) contains the following service continuity requirement:

Based on operator policy and user choice, the system shall be able to move a user traffic session of a Public Safety ProSe-enabled UE that is losing connection to the network to a direct ProSe Communication path via a Public Safety ProSe-enabled UE acting as a ProSe UE-to-network relay, which is in direct Communication Range and has connectivity to the network. A mechanism to support service continuity shall be provided and may apply when the traffic is moved. This requirement is not applicable to ProSe Group Communication and ProSe Broadcast Communication.

In light of the terminology proposed at the beginning of this paper, the service continuity can be defined as transfer of a “user traffic session” from NMO to NMO-R.
This contribution clarifies how the ProSe Stage 1 requirement for service continuity can be carried out using application-level mechanisms (for IMS-based MCPTT this means IMS Service Continuity mechanisms defined in TS 23.327).
NOTE: It may sound unusual to refer to a ProSe Stage 1 requirement within the MCPTT work item. However, it is our understanding that the referenced ProSe requirement was defined when there was no clear separation of work between transport-level aspects (ProSe) and application-level aspects (MCPTT). Given that the service continuity requirement was defined for Public Safety users, we think that it is equally applicable to the MCPTT work item, all the more so if it can be addressed by application-level mechanisms.
The NMO-R architecture can be based either on the ALG Relay described in TR 23.779 clause 5.3 or on a pure Layer-3 relay.
It is proposed to agree the proposed solution for inclusion in TR 23.779.

######################### TEXT PROPOSAL FOR TS 23.779 #########################
5
Candidate Solutions 
Editor’s note:
This clause is intended to document architecture solutions to meet the Stage 1 requirements as well as the Architecture Requirements in clause 4.2. 

5.X
Solution X: SIP-based service continuity between NMO and NMO-R
5.X.1
Functional Description

The solution described in this clause allows for service continuity from Network Mode Operation (NMO) to Network Mode Operation via Relay (NMO-R) using application-level mechanisms. The same mechanisms can be used for service continuity in the opposite direction.
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Figure 5.x.1-1: Service continuity from NMO to NMO-R
As illustrated in Figure 5.x.1-1:

· Initially UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server (solid line GC1 in Figure 5.x.1-1).

· When UE-1 realises that it is losing connection to the network, or after the connection to the network has been lost), UE-1 discovers a UE-NW Relay (UE-R), establishes a PC5 connection with UE-R and enters NMO-R by transferring the MCPTT session (dashed line GC1 in Figure 5.x.1-1).

5.X.2
Procedures


5.X.2.1
General

The following procedures are described with call flows:

-
MCPTT service continuity from NMO to NMO-R.

The procedure for service continuity in the opposite direction is identical and is not shown.

5.X.2.2
MCPTT service continuity from NMO to NMO-R
Depicted in Figure 5.x.2.2-1 is the call flow where Remote UE registers for MCPTT service via an MCPTT proxy. When the MCPTT service is provided via the IMS, the figure also includes a P-CSCF (not shown for simplicity).
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Figure 5.x.2.2-1: MCPTT service continuity from NMO to NMO-R
0. UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server.

1. UE-1 realises that it is losing connection to the network or has completely lost it.

2. UE-1 (in the role of Remote UE) performs ProSe UE-Network Relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with either the Relay or with the network (depending on the SA3 decision for security). In the process UE-1 is also assigned an IP address/prefix by the Relay.

NOTE 1: Step 2 will be entirely described under in TR 23.713.

3: UE-1 registers with the MCPTT server over the NMO-R leg using the SIP REGISTER method.

NOTE 2: If UE-R is a pure Layer-3 relay, Steps 3a and 3b (REGISTER) are merged in a single step. The same comment applies to steps 3d and 3e (OK).

4. In order to transfer the media streams of an MCPTT group, UE-1 sends a SIP INVITE (MCPTT Group ID) message. MCPTT Group ID is a SIP URI that uniquely identifies the group of MCPTT users (e.g. fire.brigade75@firstresponder.com).

NOTE 3: If UE-R is a pure Layer-3 relay, Steps 4a and 4b (INVITE) are merged in a single step. The same comment applies to steps 4c and 4d (OK).

5. The procedure is completed when all media streams have been transferred on the NMO-R leg. At this point UE-1 may deregister the NMO leg if it still has direct network connection (not shown in the figure).
5.X.3
Impact on Existing Entities and Interfaces


System-level considerations:

-
To enable make-before-break continuity, the UE engaged in NMO needs to be able to perform in parallel the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, while still engaged in direct connection to the network. This should already be supported with the Rel-12 radio design for ProSe direct communication.
-
If the UE engaged in NMO loses the direct connection to the network before completing the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, the service continuity is performed in break-before-make manner.
Application-level considerations:

-
SIP-based service continuity is enabled in two steps: 1) SIP registration with the MCPTT server over the NMO-R leg; 2) SIP INVITE towards the remote party (which is the MCPTT server itself) informing it of the new transport address (IP address and port number) to be used for the user’s media streams.
IMS-level considerations (i.e. the case where GC1 is based on Gm):

-
Existing procedures for IMS Service Continuity defined in TS 23.237 are used.
5.X.4
Solution Evaluation


The solution uses well-known SIP-based service continuity mechanisms. For IMS-based MCPTT the mechanisms for IMS Service Continuity defined in TS 23.327 are used.
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