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Rationale

We have an e-mail discussion on how VNF application should behave when it detected VM failure while in execution. 
During the e-mail discussion, there might be confusion about the distinction of the following two items:

1. Management of NFVI;

2. Reporting of abnormal (or unexpected) behavior of VM.

This document is only about the point-2 above. The VIM role, as currently defined by ETSI NFV program, for managing NFVI, is not under discussion. This document supports that VIM role.  

This pCR expresses the view that when a VNF application detected VM failure, the VNF application should not:
· Discard the detected information;

· Report the detected information as an error/fault of the VNF application.

Rather, the VNF application should:
· Send to EM an alarm indicating the VM failure; or

· If the detected failure causes a VNF application failure, send an alarm indicating the VNF application failure and its probable cause being the VM failure.

When VNF application runs in a VM and requesting system services, the VNF application can receive a negative response. The following are examples of types of requests and negative responses to justify this pCR proposal.

A. NFV application’s requests (with retries) to write/read fails;

B. Request (with retries) to transmit fails;
C. Request (with retries) for a semaphore fails;

D. Request (with retries) to spawn a new process fails.

It is noted that:

· Not all types of negative response should trigger VNF application to report VM failure. One example of such type is “VNF application lacks proper authorization”;
· VNF application cannot be sure that the above types of failure are caused by problem of VM or infrastructure. But VNF application can be sure that it is not caused by its own programming logic; 
· VNF application cannot assume that the infrastructure is “well-behaved” all the time and is providing the VNF application the amount of RAM, for example, specified. We are not aware of any mechanism defined in [2] that allows the tenant domain to verify that the VNF application is provided with the resources requested;
· It is not sure if the VIM can actually detect the types (A, B, C, D types above) of failure;

· It is not sure if the NFVI can actually detect the types (A, B, C, D types above) of failure and report them to VIM.
The Appendix is the list of Probable Causes defined in 32.111-2. The YELLOWED entries are possible Probable Causes that VNF could appropriately use (in encoding of alarm information sent from VNF to EM) in the event its service request to NFVI is rejected.
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5.1.7
VM failure is detected by VNF application
5.1.7.1      Introduction
This UC describes the expected VNF alarm reporting behaviour in case it detects an alarm condition that is caused by the supporting VM (and not caused by its own VNF programming logic). Support of this UC does not imply a decision on the support of the following:

· All VNFs should be capable of detecting VM failure;
· All NFVIs should or should not report NFVI failure to VIM;
· All VIMs should or should not detect NFVI failure.  
5.1.7.2
Actors

EM
5.1.7.3
Pre-condition

VNF is acive.
5.1.7.4
Description
1. A VM service request failure occurs. 

2. VNF application determines that the VM service request failure is not caused by the VNF application programming logic; 

a) Sends the alarm indicating VM service request failure to EM; or

b) If the VM service request failure causes a VNF application failure, sends an alarm indicating VNF application failure with probable cause indicating VM service request failure;
3. EM forwards alarm information to NM/OSS according to step 6.1 of Annex B.8 of [2]. 

5)
EM can trigger a corrective action request towards VNFM according to step 6.2 of Annex B.8 of [2].

5.1.7.5

Post-condition
None.
	End of modified section


Appendix A: Probable Cause tables from 32.111-2
Table B.1: Probable Causes from ITU-T Recommendation M.3100 [11]
	M.3100 Probable cause
	Event type

	Indeterminate 
	Unknown

	Alarm Indication Signal (AIS) 
	Communications

	Broadcast Channel Failure
	Communications

	Call Setup Failure 
	Communications

	Communications Receive Failure
	Communications

	Communications Transmit Failure
	Communications

	Connection Establishment Error
	Communications

	Degraded Signal 
	Communications

	Demodulation Failure
	Communications

	Far End Receiver Failure (FERF) 
	Communications

	Framing Error 
	Communications

	Invalid Message Received
	Communications

	Local Node Transmission Error
	Communications

	Loss Of Frame (LOF)
	Communications

	Loss Of Pointer (LOP) 
	Communications

	Loss Of Signal (LOS) 
	Communications

	Modulation Failure
	Communications

	Payload Type Mismatch 
	Communications

	Transmission Error 
	Communications

	Remote Alarm Interface 
	Communications

	Remote Node Transmission Error
	Communications

	Routing Failure
	Communications

	Excessive Bit Error Rate (EBER) 
	Communications

	Path Trace Mismatch 
	Communications

	Unavailable 
	Communications

	Signal Label Mismatch 
	Communications

	Loss Of Multi Frame 
	Communications

	Antenna Failure
	Equipment

	Back Plane Failure 
	Equipment

	Battery Charging Failure
	Equipment

	Data Set Problem 
	Equipment

	Disk Failure
	Equipment

	Equipment Identifier Duplication 
	Equipment

	External IF Device Problem 
	Equipment

	Frequency Hopping Failure
	Equipment

	IO Device Error
	Equipment

	Line Card Problem 
	Equipment

	Loss Of Redundancy
	Equipment

	Loss Of Synchronization
	Equipment

	Multiplexer Problem 
	Equipment

	NE Identifier Duplication 
	Equipment

	Power Problem 
	Equipment

	Power Supply Failure
	Equipment

	Processor Problem 
	Equipment

	Protection Path Failure 
	Equipment

	Protecting Resource Failure
	Equipment

	Protection Mechanism Failure
	Equipment

	Real Time Clock Failure
	Equipment

	Receiver Failure 
	Equipment

	Replaceable Unit Missing 
	Equipment

	Replaceable Unit Type Mismatch 
	Equipment

	Signal Quality Evaluation Failure
	Equipment

	Synchronization Source Mismatch 
	Equipment

	Terminal Problem 
	Equipment

	Timing Problem 
	Equipment

	Transceiver Failure
	Equipment

	Transmitter Failure 
	Equipment

	Trunk Card Problem 
	Equipment

	Replaceable Unit Problem 
	Equipment

	Air Compressor Failure 
	Environmental

	Air Conditioning Failure 
	Environmental

	Air Dryer Failure 
	Environmental

	Battery Discharging 
	Environmental

	Battery Failure 
	Environmental

	Commercial Power Failure 
	Environmental

	Cooling Fan Failure 
	Environmental

	Cooling System Failure
	Environmental

	Engine Failure 
	Environmental

	Fire Detector Failure 
	Environmental

	Fuse Failure 
	Environmental

	Generator Failure 
	Environmental

	Low Battery Threshold 
	Environmental

	Pump Failure 
	Environmental

	Rectifier Failure 
	Environmental

	Rectifier High Voltage 
	Environmental

	Rectifier Low F Voltage 
	Environmental

	Ventilation System Failure
	Environmental

	Enclosure Door Open 
	Environmental

	Explosive Gas 
	Environmental

	External Equipment Failure
	Environmental

	External Point Failure
	Environmental

	Fire 
	Environmental

	Flood 
	Environmental

	High Humidity 
	Environmental

	High Temperature 
	Environmental

	High Wind 
	Environmental

	Ice Build Up 
	Environmental

	Intrusion Detection 
	Environmental

	Low Fuel 
	Environmental

	Low Humidity 
	Environmental

	Low Cable Pressure 
	Environmental

	Low Temperature 
	Environmental

	Low Water 
	Environmental

	Smoke 
	Environmental

	Toxic Gas 
	Environmental

	Application Subsystem Failure
	Processing Error

	Configuration Or Customisation Error
	Processing Error

	Database Inconsistency
	Processing Error

	File Error
	Processing Error

	Storage Capacity Problem
	Processing Error

	Memory Mismatch 
	Processing Error

	Corrupt Data 
	Processing Error

	Loss of Real Time
	Processing Error

	Out Of CPU Cycles 
	Processing Error

	Out Of Memory
	Processing Error

	Reinitialized
	Processing Error

	Software Environment Problem 
	Processing Error

	Software Error
	Processing Error

	Software Download Failure
	Processing Error

	Timeout Expired
	Processing Error

	Underlaying Resources Unavailable
	Processing Error

	Version Mismatch
	Processing Error

	Bandwidth Reduced
	Quality of service

	Congestion
	Quality of service

	Excessive Error Rate
	Quality of service

	Excessive Response Time
	Quality of service

	Excessive Retransmission Rate
	Quality of service

	Reduced Logging Capability
	Quality of service

	System Resources Overload
	Quality of service


Table B.2: Probable Causes from ITU-T Recommendation X.721 [3], X.733 [2], X.736 [15]
	X.721/X.733/X.736 Probable Cause
	Event type

	Adapter Error
	Equipment

	Application Subsystem Failure 
	Processing error

	Authentication Failure
	Security Service or Mechanism Violation

	Bandwidth Reduction 
	Quality of service

	Breach of Confidentiality
	Security Service or Mechanism Violation

	Cable Tamper
	Physical Violation

	Call Establishment Error 
	Communications

	Communication Protocol Error 
	Communications

	Communication Subsystem Failure 
	Communications

	Configuration or Customizing Error 
	Processing error

	Congestion 
	Quality of service

	Corrupt Data 
	Processing error

	CPU Cycles Limit Exceeded 
	Processing error

	Data Set or Modem Error 
	Equipment

	Degraded Signal 
	Communications

	Delayed Information
	Time Domain Violation

	Denial of Service
	Operational Violation

	DTE-DCE Interface Error 
	Communications

	Duplicate Information
	Integrity Violation

	Enclosure Door Open 
	Environmental

	Equipment Malfunction 
	Equipment

	Excessive Vibration 
	Environmental

	File Error 
	Processing error

	Fire Detected 
	Environmental

	Flood Detected 
	Environmental

	Framing Error 
	Communications

	Heating or Ventilation or Cooling System Problem
	Environmental

	Humidity Unacceptable 
	Environmental

	Information Missing
	Integrity Violation

	Information Modification detected
	Integrity Violation

	Information out of Sequence
	Integrity Violation

	Input/Output Device Error 
	Equipment

	Input Device Error 
	Equipment

	Intrusion Detection
	Physical Violation

	Key Expired
	Time Domain Violation

	LAN Error
	Communications

	Leak Detection 
	Environmental

	Local Node Transmission Error 
	Communications

	Loss of Frame 
	Communications

	Loss of Signal 
	Communications

	Material Supply Exhausted 
	Environmental

	Multiplexer Problem 
	Equipment

	Non-Repudiation Failure
	Security Service or Mechanism Violation

	Out of Hours Activity
	Time Domain Violation

	Out of Memory 
	Processing error

	Out of Service
	Operational Violation

	Output Device Error 
	Equipment

	Performance Degraded 
	Quality of service

	Power Problem 
	Equipment

	Pressure Unacceptable 
	Environmental

	Procedural Error
	Operational Violation

	Processor Problem 
	Equipment

	Pump Failure 
	Environmental

	Queue Size Exceeded 
	Quality of service

	Receive Failure 
	Equipment

	Receiver Failure
	Equipment

	Remote Node Transmission Error
	Communications

	Resource at or Nearing Capacity 
	Quality of service

	Response Time Excessive 
	Quality of service

	Re-transmission Rate Excessive 
	Quality of service

	Software Error 
	Processing error

	Software Program Abnormally Terminated
	Processing error 

	Software Program Error 
	Processing error

	Storage Capacity Problem 
	Processing error

	Temperature Unacceptable 
	Environmental

	Threshold Crossed 
	Quality of service

	Timing Problem 
	Equipment

	Toxic Leak Detected 
	Environmental

	Transmit Failure 
	Equipment

	Transmitter Failure 
	Equipment

	Unauthorised Access Attempt
	Security Service or Mechanism Violation

	Underlying Resource Unavailable 
	Processing error

	Unexpected Information
	Integrity Violation

	Unspecified Reason
	Operational Violation

	Unspecified Reason
	Physical Violation

	Unspecified Reason
	Security Service or Mechanism Violation

	Version Mismatch 
	Processing error


Table B.3: Probable Causes for 2G & 3G Wireless Systems

	2G & 3G Wireless Systems
	Event Type

	A-bis to BTS interface failure
	Equipment

	A-bis to TRX interface failure
	Equipment

	Antenna problem
	Equipment

	Battery breakdown
	Equipment

	Battery charging fault 
	Equipment

	Clock synchronization problem
	Equipment

	Combiner problem 
	Equipment

	Disk problem
	Equipment

	Equipment failure
	Equipment

	Excessive receiver temperature
	Equipment

	Excessive transmitter output power
	Equipment

	Excessive transmitter temperature
	Equipment

	Frequency hopping degraded
	Equipment

	Frequency hopping failure
	Equipment

	Frequency redefinition failed
	Equipment

	Line interface failure
	Equipment

	Link failure
	Equipment

	Loss of synchronization
	Equipment

	Lost redundancy
	Equipment

	Mains breakdown with battery back-up
	Equipment

	Mains breakdown without battery back-up
	Equipment

	Power supply failure
	Equipment

	Receiver antenna fault 
	Equipment

	Receiver Failure
	Equipment

	Receiver multicoupler failure
	Equipment

	Reduced transmitter output power
	Equipment

	Signal quality evaluation fault
	Equipment

	Timeslot hardware failure
	Equipment

	Transceiver problem
	Equipment

	Transcoder problem
	Equipment

	Transcoder or rate adapter problem 
	Equipment

	Transmitter antenna failure
	Equipment

	Transmitter antenna not adjusted
	Equipment

	Transmitter failure
	Equipment

	Transmitter low voltage or current
	Equipment

	Transmitter off frequency
	Equipment

	Database inconsistency
	Processing error

	File system call unsuccessful
	Processing error

	Input parameter out of range
	Processing error

	Invalid parameter
	Processing error

	Invalid pointer
	Processing error

	Message not expected
	Processing error

	Message not initialized
	Processing error

	Message out of sequence
	Processing error

	System call unsuccessful
	Processing error

	Timeout expired
	Processing error

	Variable out of range
	Processing error

	Watch dog timer expired
	Processing error

	Cooling system failure
	Environmental

	External equipment failure
	Environmental

	External power supply failure
	Environmental

	External transmission device failure
	Environmental

	Fan failure
	Environmental

	High humidity
	Environmental

	High temperature
	Environmental

	Intrusion detected
	Environmental

	Low humidity
	Environmental

	Low temperature
	Environmental

	Smoke detected
	Environmental

	Excessive Error Rate
	Quality of service

	Reduced alarm reporting
	Quality of service

	Reduced event reporting
	Quality of service

	Reduced logging capability
	Quality of service

	System resources overload
	Quality of service

	Broadcast channel failure
	Communications

	Connection establishment error
	Communications

	Invalid message received
	Communications

	Invalid MSU received
	Communications

	LAPD link protocol failure
	Communications

	Local alarm indication
	Communications

	Remote alarm indication
	Communications

	Routing failure
	Communications

	SS7 protocol failure
	Communications

	Transmission error
	Communications
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