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1
Decision/action requested

Discuss and approve on the text proposal.
2
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3
Rationale

The contribution describes the use case of the alarm process flow in case of NFVI failure and clarifies the behaviours of alarms between management functions (e.g., EM, VNFM and NFVO) that are defined in NFV MANO [1] for fault recovery. It covers not only fault correlation of EM VNFM and NVFO, but also trigger points that performs corrective actions and transfers the event to collaborate with the existing OSS.
This contribution describes the failure management use cases when the failure occurred at NFVI. There are 2 cases on NFVI related failure. The 1st one is failure at the components related to a specific VNF instance (e.g., VM failure) and the 2nd one is failure at the components not related to a specific VNF instance (e.g., hardware failure which does not cause impact of VNFs’ and the very upper layer elements’ operation) . In this contribution, the 1st one is described. The detail of use case of 2nd one is for future work.
Based on these changes, the description of subsection 5.4.1 is also modified.
It proposes to include this use case into TR 32.842[2].
4
Detailed proposal

	1st Modified Section


5.4.1     Introduction

When a failure occurs in fully virtualized networks or mixed networks, several alarms associated with the failure might be generated and reported to one or more management functions (e.g., EM, VNFM or NFVO), which are defined in ETSI MANO gs[2], to allow failure corrective action to be taken.  This subsection includes use cases to show alarm management actions including alarm reporting flows.





	2nd Modified Section


5.4.3     Failure management when the failure occurred at NFVI related to a specific VNF instance
5.4.3.1      Introduction
This use case is to describe the failure management when the failure occurred at NFVI which is related to a specific VNF instance. This use case is based on the assumption that VIM is able to identify whether the failure occcured at NFVI is related to a specific VNF instance. This is derived from the description of step 4 of Annex B.2.1 of [2].
5.4.3.2      Actors

NFVI, VIM, VNF, VNFM, EM, NM/OSS
5.4.3.3      Pre-condition

NFV management and orchestration operation is active. And 3GPP management operation is active.
5.4.3.4      Description
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Figure 5.4‑1 Failure management diagram of a failure at NFVI related to a specific VNF instance

1. A NFVI failure occurs (1-1). In the case when the faulty NFVI component is related to a specific VNF instance, an application failure might occur at VNF at the same time (1-2).
2. VIM detects this NFVI failure according to 5.4.3 and 7.6.1 of [2] (2-1). And the related VNF also sends the application failure alarm to EM according to the step 4.1 of Annex B.8 of [2] (2-2).




3. VIM sends the NFVI failure alarm to VNFM according to step 1.1 of Annex B.8 of [2].

4. VNFM performs alarm correlation according to step 2 of Annex B.8 of [2]. In this case, VNF is aware of the fact that the NFVI failure causes impacts to a specific VNF application.

5. VNFM forwards the correlated alarm information to corresponding EM according to step 3.1 of Annex B.8 of [2].

6. EM receives both alarm information from VNF (step 2-2) and VNFM (step 5). Then EM is able to perform alarm correlation according to step 5.1 of Annex B.8 of [2].

7. EM forwards alarm information (correlated or not correlated) to NM/OSS according to step 6.1 of Annex B.8 of [2]. 

8. EM can trigger a corrective action request towards VNFM according to step 6.2 of Annex B.8 of [2].

Note: The following steps are not depicted in the diagram.
9. Based on the request from EM, VNFM executes corrective action which is appropriate to this event (e.g., instantiation of VNF instance or scale-up of the resources).

10. When VNFM is aware that the corrective action has completed successfully, VNFM notifies EM.

11. EM forwards the corrective action result to NM/OSS. 
5.4.3.5      Post-condition

The network operation works normally. And the operator knows the recovery from the failure.
	3rd Modified Section


5.4.x     Failure management when the failure occurred at NFVI not related to a specific VNF instance 
5.4.x.1      Introduction
5.4.x.2      Actors

TBD
5.4.x.3      Pre-condition

TBD
5.4.x.4      Description

TBD
5.4.x.5      Post-condition

TBD.
	End
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