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1
Decision/action requested

Discuss and approve on the text proposal.
2
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3
Rationale

The contribution describes the use case of the alarm process flow in case of VNF application failure and clarifies the behaviours of alarms between management functions (e.g., EM, VNFM and NFVO) that are defined in NFV MANO [1] for fault recovery. It covers not only fault correlation of EM VNFM and NVFO, but also trigger points that performs corrective actions and transfers the event to collaborate with the existing OSS.
It proposes to include this use case into TR 32.842[2].
4
Detailed proposal
	1st Modified Section


5
Management use cases
5.x        Use cases: alarm process flow triggered by VNF failure.
When a failure (e.g., software bug) occurs in VNF application, several number of alarms associated with the failure must be informed to one of management functions at least (e.g., EM, VNFM or NFVO), which are defined in ETSI MANO gs[1], to perform fault correlation and root cause analysis. After that, a correlative action of the fault is automatically executed on appropriate management function such as VNFM and/or NFVO for prompt fault recovery (e.g., auto-healing).  This clause includes a use case to show an alarm process flow with each management function to trigger appropriate recovery process in case of VNF failure. 

Table 5.x Alarm process flow in case of VNF failure
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	The purpose is to describe the behaviour of alarms generated by VNF failure based on each management function.
	

	Actors and Roles (*)
	· EM- performs the element manager role for the virtualized networks.
· VNFM- performs the lifecycle management of VNF application including recovery of VNF.
· NFVO- performs the orchestration of network resources, and the lifecycle management of network services including recovery of network service.
· VIM- controls and monitors the NFVI compute, storage and network resources.
· OSS- provides an end-to-end management function of network resources and services, and integrally manages alarms affecting services.
	

	Telecom resources
	· VNF-  performs the software implementation of an NE that can be deployed on NFVI.
	

	Assumptions
	· Alarms generated at VNF are informed to one of management functions that is a correration point. 
· The use case is focued on VNF-related alarm process. However, each management function needs to have not only VNF related-alarms but also other alarms such as NFVI-related alarms in order to achieve root cause analysis if VNF failure is caused by NFVI failure. In this case, we assume that the alarms related to NFVI have already been received by the management function via VIM.
	

	Pre conditions
	· NFV management and orchestration operation is active.
· 3GPP management operation is active.
	

	Begins when 
	VNF internally detects a VNF application failure.
	

	Step 1 (*) (M)
	VNF internally creates the alarms based on the fault detection in VNF.
	

	Step 2 (*) (M)
	VNF sends the alarms to a correlation point (e.g., EM, VNF, NFVO or OSS).
<2.1 (EM case)> VNF sends the alarms to EM.

<2.2 (VNFM case)> VNF sends the alarms to VNFM.

<2.3 (NFVO case)> VNF sends the alarms to NFVO via VNFM.
<2.4 (OSS case)> VNF sends the alarms to OSS via EM. 
	

	Step 3 (*) (M)
	The correlation point performs fault correlation and identifies root cause of failures and impacts to determine the reason for faults conditions and the impact of fault conditions.
<3.1 (EM case)> EM performs fault correlation, identifies root cause of failures and impacts on VNF. Then EM may forward the correlated fault event to OSS.
<3.2 (VNFM case)> VNFM performs fault correlation and identifies root cause of failures and impacts on VNF. Then VNFM may forward the correlated fault event to OSS.
<3.3 (NFVO case)> NFVO performs alarm correlation and identifies root cause of failure and impact on network services. Then NFVO may forward the correlated fault event to OSS.
<3.4 (OSS case)> OSS performs alarm correlation and identifies root cause of failure and impact on network services.
	

	Step 4 (*) (M)
	The correlation point triggers a corrective action to repair the failed resource or service. The corrective action  involves executing some of the VNF instance lifecycle management flows (e.g., VNF scaling) or some of the Network Service instance lifecycle management flows. 

<4.1 (EM case)> Based on the result of root cause and impacts, EM triggers a corrective action to recover the failure. 

In case the corrective action needs to be performed by VNFM, EM sends a corrective action request toward VNFM.

In case the corrective action needs to be performed by NFVO, EM sends a corrective action request toward NFVO.
<4.2 (VNFM case)> Based on the result of the root cause and impacts, VNFM triggers corrective action to recover the failure. 

In case the corrective action needs to be performed by VNFM, VNFM internally a corrective action requests to execute corrective action process.

In case the corrective action needs to be performed by NFVO, VNFM sends a corrective action request toward NFVO.
<4.3 (NFVO case)> Based on the result of the root cause and impact, NFVO triggers corrective action to recover the failure. 

In case the corrective action needs to be performed by VNFM, NFVO sends a corrective action request toward VNFM.

In case the corrective action needs to be performed by NFVO, NFVO internally requests to execute corrective action process.
<4.4 (OSS case)> Based on the result of the root cause and impact, OSS sends a corrective action request toward NFVO.
 
	

	Step 5 (*) (M)
	Based on the received request, each management function performs corrective action to successfully recover the VNF failure.

[Editor’s note]: A detail of the recovery procedure is FSS.
	

	Step 6 (*) (M)
	Event representing VNF recovery is sent to OSS from the corrective action point because operator wants to know the change which is dynamically performed.
	

	Ends when (*)
	OSS receives the event and operator knows the VNF failure and its recovery.
	

	Exceptions
	
	

	Post Conditions
	
	

	Traceability (*)
	
	

	NOTE: Fields marked with "*" are mandatory for all use case specifications. Other fields are only mandatory when relevant for the specific use case.
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