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3
Rationale

The purpose of this contribution is to provide an example of a simple MLB algorithm which does not necessarily work in case when parameters of the algorithm at two neighbour eNBs are not aligned. 
The algorithm mimics the following aspects that may be used in real MLB implementations:

A. If the load on the eNB is low, it does not try to offload 

B. Otherwise the MLB tries to offload to the neighbors which, according to their load reports, may agree to accept the offload

C. If the eNB is not overloaded, it accepts offload requests from neighbours 

4
Detailed proposal

	1st modified section


4.2.1.2
Load Information Exchange Interoperability issues

The architecture in figure 4.2.1.2-1 assumes that the Load Balancing SON function is located at EM or eNB level for both Macro and Small cell vendors. 

Normally, in this case each vendor would have implemented standardized 3GPP X 2 interfaces 3GPP TS 36.423 [3] and would be able to support most of the X2 exchanges for inter-working purposes. 

However, possible interoperability issue may arise from the fact that vendors are free to run any load balancing algorithm at any timescale, with any load metrics [5]. Without coordination, the load balancing action might conflict between vendors. Some examples can be found in Annex N
	2nd modified section


Annex N: D-MLB parameters misalignment

N.y
Algorithm based on the load threshold and load difference threshold
The following example includes two eNBs from different vendors in which MLB decision algorithms are not aligned. Then the eNBs exchange correct X2 messages and properly understand each other, but real load balancing may not happen. To make the case stronger, in this example two eNBs are using same algorithm but with different values of the configuration parameters. 

It is assumed that the two eNBs are using for internal assessment and for signalling, same load indicator which is equal to 0 in case of no load and 100 in case of full load. For simplicity, single-cell eNBs are considered. This example is not applicable in case when the indicator is Composite Available Capacity (CAC).

In the eNB, the MLB decision making algorithm has two configuration parameters:

· T – upper threshold for the eNB load

· D – upper threshold for the difference between the eNB load and the load signalled by neighbour eNBs
All thresholds in this example are hard coded.
The MLB operations go as follows

-
If the load at the eNB, denoted L, is less than T, the eNB does not request offload 

-
Otherwise the eNB checks the load N signalled by the neighbour eNB; if N < L – D, the eNB requests offload and if the neighbor agrees, starts offload

-
If a neighbour eNB signals the load level N which is less than L + D and requests offload, the request is rejected

The considered scenario includes two eNBs that follow the above algorithm with the following parameters and load levels

eNB1: T1 = 85, D1 = 30; L1 = 70

eNB2: T2 = 90, D2 = 20; L2 = 95

For eNB2 L2 > T2, so eNB2 considers itself overloaded. The received load indication from eNB1 is 70 which is less than L2 – D2 = 75; therefore eNB2 will request offload. However the eNB1 will reject the request because the load signalled by the eNB2, L2 = 95 < L1 + D1 = 100.
The conclusion is that the eNB2 will permanently try to offload and eNB1 will be rejecting offload requests. No load balancing actions will happen.
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