3GPP TSG SA WG5 (Telecom Management) Meeting #96
S5-144440
18-22 August 2014 Sophia Antipolis (France)
revision of S5-144276
Source:
Huawei
Title:
pCR for Super CR on 32.111-1 Add general principles of alarm generation
Document for:
Approval
Agenda Item:
6.4.1 Alarm quality improvements
1
Decision/action requested

Approval of the pCR for adding general principles of alarm generation
2
References

[1]
3GPP TS 32.111-1 Fault Management; Part 1: 3G fault management requirements
3
Rationale

Network administrators are flooded with alarms and alarms often with poor quality. So we commented that more descriptions and concrete examples are needed to illustrate the principles of when an alarm is needed, we think that could help vendors define good alarms and prevent different vendors interpreting the definition of alarm very differently.
4
Detailed proposal

It is proposed to make the following changes to TS 32.111-1 [1]
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Annex A (informative):
General Principles of Alarm Generation
This annex, as additional guidelines to subclause 4.1.2, lists and explains some general principles of alarm generation.

The definition of 'alarm' can be found in subclause 3.1.
1. Alarm should convey the identified management entity information to operator
For the faults of cell, carrier, channel, port, etc., if these faults need operator action, alarms need to be generated. Alarm location information should be accurate enough to identify the units which can be repaired or replaced by the maintenance staff.
2. 

3. 

4. No alarms for those faults that occurred once and then disappeared
Faults that have occurred only once and then disappeared should not be reported as alarms, because these faults need no operator action. For example, for single call establishment failure, single handover failure or single call drop alarms are not needed since these faults usually only occur once and will not last permanently. Instead these events should be captured by performance measuement counters.

5. No alarms for those faults that were self-healed

For the faults that cannot be perceived by operator, for example some internal software faults like stack overflow, loss of messages, insufficient memory, etc., no alarms are needed if these faults were fixed by network entity's self-healing actions such as software restart, since these faults need no operator action. However, as the service usually is negatively impacted by these faults before they are self-healed, these faults should be recorded into the related logs.
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